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About This Guide

This guide is intended for use by professional network and system administrators during
the actual planning, deployment, configuration, and operation of SUSE® Linux Enter-
prise. As such, it is solely concerned with ensuring that SUSE Linux Enterprise is
properly configured and that the required services on the network are available to allow
it to function properly as initially installed. This guide does not cover the process of
ensuring that SUSE Linux Enterprise offers proper compatibility with your enterprise's
application software or that its core functionality meets those requirements. It assumes
that a full requirements audit has been done and the installation has been requested or
that a test installation, for the purpose of such an audit, has been requested.

This guide contains the following;:

Deployment
Before you install SUSE Linux Enterprise, choose the deployment strategy and
disk setup that is best suited for your scenario. Learn how to install your system
manually, how to use network installation setups, and how to perform an autoinstal-
lation. Configure the installed system with YaST to adapt it to your requirements.

Administration
SUSE Linux Enterprise offers a wide range of tools to customize various aspects
of the system. This part introduces a few of them.

System
Learn more about the underlying operating system by studying this part. SUSE
Linux Enterprise supports a number of hardware architectures and you can use this
to adapt your own applications to run on SUSE Linux Enterprise. The boot loader
and boot procedure information assists you in understanding how your Linux system
works and how your own custom scripts and applications may blend in with it.

Services
SUSE Linux Enterprise is designed to be a network operating system. SUSE®
Linux Enterprise Desktop includes client support for many network services. It
integrates well into heterogeneous environments including MS Windows clients
and servers.



xiv

Security
This edition of SUSE Linux Enterprise includes several security-related features.
It ships with Novell® AppArmor, which enables you to protect your applications
by restricting privileges. Secure login, firewalling, and file system encryption are
covered as well.

Troubleshooting
SUSE Linux Enterprise includes a wealth of applications, tools, and documentation
should you need them in case of trouble. Some of the most common problems that
can occur with SUSE Linux Enterprise and their solutions are discussed in detail.

1 Feedback

We want to hear your comments and suggestions about this manual and the other doc-
umentation included with this product. Please use the User Comments feature at the
bottom of each page of the online documentation and enter your comments there.

2 Documentation Updates

For the latest version of this documentation, see the SUSE Linux Enterprise Desktop
Web site [http://www.novell.com/documentation/sled10/index
.html].

3 Additional Documentation

For additional documentation on this product, referto http: //www.novell.com/
documentation/sledl0/index.html:

GNOME User Guide
A comprehensive guide to the GNOME desktop and its most important applications.

KDE User Guide
A comprehensive guide to the KDE desktop and its most important applications.

Network Connectivity Guide
An in-depth introduction to networking using NetworkManager.
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Novell AppArmor 2.0 Administration Guide
An in-depth administration guide to Novell AppArmor that introduces you to ap-
plication confinement for heightened security in your environment.

For a documentation overview on the SUSE® Linux Enterprise Server product, refer
tohttp://www.novell.com/documentation/slesl10/index.html.The
following manuals are exclusively available for SUSE Linux Enterprise Server:

Start-Up Guide
Basic information about installation types and work flows.

Architecture-Specific Information
Architecture-specific information needed to prepare a SUSE Linux Enterprise
Server target for installation.

Installation and Administration
In-depth installation and administration for SUSE Linux Enterprise Server.

Many chapters in this manual contain links to additional documentation resources. This
includes additional documentation that is available on the system as well as documen-
tation available on the Internet.

4 Documentation Conventions

The following typographical conventions are used in this manual:
+ /etc/passwd: filenames and directory names
* placeholder: replace placeholder with the actual value
+ PATH: the environment variable PATH
* 1ls, ——help: commands, options, and parameters
* user: users or groups

* [Att], [Alt] +[F1]: a key to press or a key combination; keys are shown in uppercase
as on a keyboard

* File, File — Save As: menu items, buttons

About This Guide

XV
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» Dancing Penguins (Chapter Penguins, tReference): This is a reference to a chapter
in another book.
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Part I. Deployment






Planning for SUSE Linux
Enterprise Desktop

This chapter is addressed mainly to corporate system administrators who face the task
of having to deploy SUSE® Linux Enterprise Desktop at their site. Rolling out SUSE
Linux Enterprise Desktop to an entire site should involve careful planning and consid-
eration of the following questions:

For which purpose will the SUSE Linux Enterprise Desktop workstations be used?
Determine the purpose for which SUSE Linux Enterprise Desktop should be used
and make sure that hardware and software able to match these requirements are
used. Consider testing your setup on a single machine before rolling it out to the
entire site.

How many workstations should be installed?
Determine the scope of your deployment of SUSE Linux Enterprise Desktop. De-
pending on the number of installation planned, consider different approaches to
the installation or even a mass installation using SUSE Linux Enterprises unique
AutoYaST technology. For more information about this subject, refer to Chapter 2,
Deployment Strategies (page 23).

How do you get software updates for your deployment?
All patches provided by Novell for your product are available for download to
registered users. Register and find the patch support database at http: //www
.novell.com/suselinuxportal.

Do you need help for your local deployment?
Novell provides training, support, and consulting for all topics around SUSE Linux
Enterprise Desktop. Find more information about thisat http: //www.novell
.com/products/desktop/.

Planning for SUSE Linux Enterprise Desktop
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1.1 Hardware Requirements

SUSE Linux Enterprise Desktop requires certain minimum hardware requirements to
be met before you can successfully install and run SUSE Linux Enterprise Desktop. A
minimum installation of SUSE Linux Enterprise Desktop containing the most basic,
essential software and a very minimalistic graphical user interface requires at least:

+ Intel* Pentium* III, 500 MHz
+ 256 MB of physical RAM
+ 800 MB of available disk space

+ 800 x 600 display resolution

For a standard installation of SUSE Linux Enterprise Desktop including the desktop
environment of your choice (GNOME or KDE) and a wealth of applications, the fol-

lowing configuration is recommended:
+ Intel Pentium IV, 2.4 GHz or higher or any AMD64 or Intel EM64T processor
» 1-2 physical CPUs
* 512 MB physical RAM or higher

+ 1024 x 768 display resolution (or higher)

1.2 Reasons to Use SUSE Linux
Enterprise Desktop

Let the following items guide you in your selection of SUSE Linux Enterprise Desktop
and while determining the purpose of the installed systems:

Wealth of Applications
SUSE Linux Enterprise Desktop's broad offer of software makes it appeal to both

professional users in a corporate environment and to home users or users in smaller

networks.

Deployment Guide



Ease of Use
SUSE Linux Enterprise Desktop comes with two enterprise-ready desktop environ-
ments, GNOME and KDE. Both enable users to comfortably adjust to a Linux
system while maintaining their efficiency and productivity. To explore the desktops
in detail, refer to GNOME User Guide and KDE User Guide.

Support for Mobile Users
With the NetworkManager technology fully integrated into SUSE Linux Enterprise
Desktop and its two desktop environments, mobile users will enjoy the freedom
of easily joining and switching wired and wireless networks.

Seamless Integration into Existing Networks
SUSE Linux Enterprise Desktop was designed to be a versatile network citizen. It
cooperates with various different network types:

Pure Linux Networks SUSE Linux Enterprise Desktop is a complete Linux
client and supports all the protocols used in traditional Linux and Unix* environ-
ments. It integrates well with networks consisting of other SUSE Linux or SUSE
Linux Enterprise machines. LDAP, NIS, and local authentication are supported.

Windows Networks SUSE Linux Enterprise Desktop supports Active Directory
as an authentication source. It offers you all the advantages of a secure and stable
Linux operating system plus convenient interaction with other Windows clients
and means to manipulate your Windows user data from a Linux client. Explore
this feature in detail in Chapter 11, Active Directory Support (page 285).

Windows and Novell Networks Being backed by Novell and their networking
expertise, SUSE Linux Enterprise Desktop naturally offers you support for Novell
technologies, like GroupWise, Novell Client for Linux, and iPrint, and it also offers
authentication support for Novell eDirectory services.

Application Security with Novell AppArmor
SUSE Linux Enterprise Desktop enables you to secure your applications by enforc-
ing security profiles tailor-made for your applications. To learn more about Novell
AppArmor, refer to http://www.novell.com/documentation/
apparmor/.
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Deployment Strategies

There are several different ways to deploy SUSE® Linux Enterprise. Choose from
various approaches ranging from a local installation using physical media or a network
installation server to a mass deployment using a remote-controlled, highly-customized,
and automated installation technique. Select the method that best matches your require-
ments.

2.1 Deploying up to 10 Workstations

If your deployment of SUSE Linux Enterprise only involves 1 to 10 workstations, the
easiest and least complex way of deploying SUSE Linux Enterprise is a plain manual
installation as featured in Chapter 3, Installation with YaST (page 33). Manual installa-
tion can be done in several different ways depending on your requirements:

Installing from the SUSE Linux Enterprise Media (page 24)
Consider this approach if you want to install a single, disconnected workstation.

Installing from a Network Server Using SLP (page 24)
Consider this approach if you have a single workstation or a small number of
workstations and if a network installation server announced via SLP is available.

Installing from a Network Server (page 25)
Consider this approach if you have a single workstation or a small number of
workstations and if a network installation server is available.
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Table 2.1 Installing from the SUSE Linux Enterprise Media

Installation Source

Tasks Requiring Manual Inter-
action

Remotely Controlled Tasks

Details

SUSE Linux Enterprise media kit
+ Inserting the installation media
» Booting the installation target
+ Changing media
+ Determining the YaST installation scope

+ Configuring the system with YaST system

None

Section “Installing from the SUSE Linux Enterprise
Media” (page 34)

Table 2.2 Installing from a Network Server Using SLP

Installation Source

Tasks Requiring Manual In-
teraction

Remotely Controlled Tasks

Details

Network installation server holding the SUSE Linux
Enterprise installation media

+ Inserting the boot disk
+ Booting installation target
+ Determining the YaST installation scope

+ Configuring the system with YaST

None, but this method can be combined with VNC

Section “Installing from a Network Server Using SLP”
(page 34)
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Table 2.3 Installing from a Network Server

Installation Source Network installation server holding the SUSE Linux
Enterprise installation media

Tasks Requiring Manual » Inserting the boot disk
Interaction

+ Providing boot options

+ Booting the installation target

+ Determining the YaST installation scope

+ Configuring the system with YaST

Remotely Controlled Tasks None, but method can be combined with VNC

Details Section “Installing from a Network Server” (page 35)

2.2 Deploying up to 100 Workstations

With a growing numbers of workstations to install, you certainly do not want to install
and configure each one of them manually. There are many automated or semiautomated
approaches as well as several options to perform an installation with minimal to no
physical user interaction.

Before considering a fully-automated approach, take into account that the more complex
the scenario gets the longer it takes to set up. If a time limit is associated with your de-
ployment, it might be a good idea to select a less complex approach that can be carried
out much more quickly. Automation makes sense for huge deployments and those that
need to be carried out remotely.

Choose from the following options:

Simple Remote Installation via VNC—Static Network Configuration (page 27)
Consider this approach in a small to medium scenario with a static network setup.
A network, network installation server, and VNC viewer application are required.
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Simple Remote Installation via VNC—Dynamic Network Configuration (page 27)
Consider this approach in a small to medium scenario with dynamic network setup
through DHCP. A network, network installation server, and VNC viewer application
are required.

Remote Installation via VNC—PXE Boot and Wake on LAN (page 28)
Consider this approach in a small to medium scenario that should be installed via
network and without physical interaction with the installation targets. A network,
a network installation server, network boot images, network bootable target hard-
ware, and a VNC viewer application are required.

Simple Remote Installation via SSH—Static Network Configuration (page 28)
Consider this approach in a small to medium scenario with static network setup.
A network, network installation server, and SSH client application are required.

Remote Installation via SSH—Dynamic Network Configuration (page 29)
Consider this approach in a small to medium scenario with dynamic network setup
through DHCP. A network, network installation server, and SSH client application
are required.

Remote Installation via SSH—PXE Boot and Wake on LAN (page 29)
Consider this approach in a small to medium scenario that should be installed via
network and without physical interaction with the installation targets. A network,
a network installation server, network boot images, network bootable target hard-
ware, and an SSH client application are required.

Simple Mass Installation (page 30)
Consider this approach for large deployments to identical machines. If configured
to use network booting, physical interaction with the target systems is not needed
at all. A network, a network installation server, a remote controlling application
such as a VNC viewer or an SSH client, and an AutoYaST configuration profile
are required. If using network boot, a network boot image and network bootable
hardware are required as well.

Rule-Based Autoinstallation (page 31)
Consider this approach for large deployments to various types of hardware. If
configured to use network booting, physical interaction with the target systems is
not needed at all. A network, a network installation server, a remote controlling
application such as a VNC viewer or an SSH client, and several AutoYaST confi-
guration profiles as well as a rule setup for AutoYaST are required. If using network
boot, a network boot image and network bootable hardware are required as well.
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Table 2.4 Simple Remote Installation via VNC—Static Network Configuration

Installation Source

Preparations

Control and Monitoring
Best Suited For

Drawbacks

Details

Network

+ Setting up an installation source

* Booting from the installation media

Remote: VNC
small to medium scenarios with varying hardware

+ FEach machine must be set up individually

+ Physical access is needed for booting

Section 4.1.1, “Simple Remote Installation via
VNC—Static Network Configuration” (page 60)

Table 2.5 Simple Remote Installation via VNC—Dynamic Network Configuration

Installation Source

Preparations

Control and Monitoring
Best Suited For

Drawbacks

Network

+ Setting up the installation source

» Booting from the installation media

Remote: VNC
Small to medium scenarios with varying hardware

+ Each machine must be set up individually

+ Physical access is needed for booting
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Details Section 4.1.2, “Simple Remote Installation via
VNC—Dynamic Network Configuration” (page 61)

Table 2.6 Remote Installation via VNC—PXE Boot and Wake on LAN

Installation Source Network

Preparations + Setting up the installation source
+ Configuring DHCP, TFTP, PXE boot, and WOL

* Booting from the network

Control and Monitoring Remote: VNC

Best Suited For + Small to medium scenarios with varying hardware

« Completely remote installs; cross-site deployment

Drawbacks Each machine must be set up manually

Details Section 4.1.3, “Remote Installation via VNC—PXE
Boot and Wake on LAN” (page 63)

Table 2.7 Simple Remote Installation via SSH—Static Network Configuration

Installation Source Network

Preparations + Setting up the installation source

» Booting from the installation media

Control and Monitoring Remote: SSH

Best Suited For + Small to medium scenarios with varying hardware
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» Low bandwidth connections to target

Drawbacks » Each machine must be set up individually

+ Physical access is needed for booting

Details Section 4.1.4, “Simple Remote Installation via
SSH—Static Network Configuration” (page 64)

Table 2.8 Remote Installation via SSH—Dynamic Network Configuration

Installation Source Network

Preparations + Setting up the installation source

+ Booting from installation media

Control and Monitoring Remote: SSH
Best Suited For + Small to medium scenarios with varying hardware

» Low bandwidth connections to target

Drawbacks » Each machine must be set up individually

+ Physical access is needed for booting

Details Section 4.1.5, “Simple Remote Installation via
SSH—Dynamic Network Configuration” (page 65)

Table 2.9 Remote Installation via SSH—PXE Boot and Wake on LAN

Installation Source Network

Preparations + Setting up the installation source
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+ Configuring DHCP, TFTP, PXE boot, and WOL

* Booting from the network

Control and Monitoring ~ Remote: SSH
Best Suited For + Small to medium scenarios with varying hardware
» Completely remote installs; cross-site deployment

+ Low bandwidth connections to target

Drawbacks Each machine must be set up individually

Details Section 4.1.6, “Remote Installation via SSH—PXE Boot
and Wake on LAN” (page 67)

Table 2.10 Simple Mass Installation

Installation Source Preferably network
Preparations + Gathering hardware information
+ Creating AutoYaST profile
+ Setting up the installation server
+ Distributing the profile
« Setting up network boot (DHCP, TFTP, PXE, WOL)
or

Booting the target from installation media

Control and Monitoring  Local or remote through VNC or SSH
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Best Suited For + Large scenarios
+ Identical hardware

+ No access to system (network boot)

Drawbacks Applies only to machines with identical hardware

Details Section 5.1, “Simple Mass Installation” (page 95)

Table 2.11 Rule-Based Autoinstallation

Installation Source Preferably network
Preparations + Gathering hardware information
+ Creating AutoYaST profiles
+ Creating AutoYaST rules
+ Setting up the installation server
+ Distributing the profile
+ Setting up network boot (DHCP, TFTP, PXE, WOL)
or

Booting the target from installation media

Control and Monitoring  Local or remote through SSH or VNC

Best Suited For * Varying hardware

+ Cross-site deployments

Drawbacks Complex rule setup
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Details Section 5.2, “Rule-Based Autoinstallation” (page 106)

2.3 Deploying More than 100
Workstations

Most of the considerations brought up for medium installation scenarios in Section 2.1,
“Deploying up to 10 Workstations” (page 23) still hold true for large scale deployments.
However, with a growing number of installation targets, the benefits of a fully automated
installation method outweigh its disadvantages.

It pays off to invest a considerable amount of time to create a sophisticated rule and
class framework in AutoYaST to match the requirements of a huge deployment site.
Not having to touch each target separately can save you a tremendous amount of time
depending on the scope of your installation project.
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Installation with YaST

The installation of a SUSE Linux Enterprise system is performed by the system assistant
YaST. Adjust the default settings as described here to install a system that meets your
needs. Background information is provided where appropriate.

3.1 System Start-Up for Installation

Insert the first SUSE Linux Enterprise CD or the DVD into the drive. Then reboot the
computer to start the installation program from the medium in the drive.

3.1.1 Boot Options

Boot options other than CD or DVD exist and can be used if problems arise booting
from CD or DVD. These options are described in Table 3.1, “Boot Options” (page 33).

Table 3.1 Boot Options

Boot Option Description

CD-ROM This is the easiest boot option. This option can be used if the
system has a local CD-ROM drive that is supported by Linux.

Floppy The images for generating boot floppies are located on CD 1 in
the /boot directory. A README is available in the same direc-

tory.
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Boot Option Description

PXE or BOOTP  This must be supported by the system's BIOS or firmware and a
boot server must be available in the network. This task can also
be handled by another SUSE Linux Enterprise system.

Hard Disk SUSE Linux Enterprise can also be booted from the hard disk.
To do this, copy the kernel (1 inux) and the installation system
(initrd) from the directory /boot/loader on CD 1 to the
hard disk and add the appropriate entry to the boot loader.

3.1.2 Selecting the Source of the Installation
Data

You can install from a local installation source, such as the SUSE Linux Enterprise
CDs or DVD or get the installation sources from an FTP, HTTP, or NFS server. Any
of these approaches require physical access to the system to install and user interaction
during the installation. The installation procedure is basically the same, no matter which
installation source or method you prefer.

Installing from the SUSE Linux Enterprise Media

Install from physical boot media (your SUSE Linux Enterprise media kit) as follows:

1 Insert the media into your CD or DVD drive.
2 Reboot the system.

3 At the boot screen, select Installation and follow the instructions given in Sec-
tion 3.2, “The Boot Screen” (page 36) and the following sections.

Installing from a Network Server Using SLP

If your network setup supports OpenSLP and your network installation source has been
configured to announce itself via OpenSLP (see Section 4.2, “Setting Up the Server
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Holding the Installation Sources” (page 68)), proceed as follows to install SUSE Linux
Enterprise.

1 Set up an installation server as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68).

2 Insert the first CD of the media kit into the CD-ROM drive an reboot the machine.

3 At the boot screen, select Installation, press [F3] and [F4] then select SLP.

The installation program retrieves the location of the network installation source
using OpenSLP and configures the network connection with DHCP. If the DHCP
network configuration fails, you are prompted to enter the appropriate parameters
manually. The installation then proceeds normally.

4 Finish the installation as if you had chosen to install from physical media.

Installing from a Network Server

To perform a manual installation using a network installation source, proceed as follows:

1 Set up an installation server as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68).

2 Insert the first CD or DVD of the media kit into the corresponding drive then
reboot the machine.

3 At the boot screen, select Installation and use the boot options prompt to pass
additional information, such as:

« Location of the installation server:
install=protocol:inst_source
Replace protocol with the protocol prefix for the service used by the in-

stallation server (nfs, http, or ftp). Replace inst_source with the
IP address of the installation server.

+ Network configuration parameters if your setup does not support DHCP
configuration (see Section 4.4.3, “Using Custom Boot Options” (page 89)
for reference).
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4 Press to boot for installation. If no network parameters have been specified
at the boot options prompt, the installation routines try to set up the network using
DHCEP. If this fails, you are prompted for these parameters. After you have pro-
vided them, the installation proceeds.

5 Finish the installation as if you had chosen to install from the physical media.

3.2 The Boot Screen

The boot screen displays a number of options for the installation procedure. Boot from
Hard Disk boots the installed system. This item is selected by default, because the CD
is often left in the drive. To install the system, select one of the installation options with
the arrow keys. The relevant options are:

Installation
The normal installation mode. All modern hardware functions are enabled.

Installation—ACPI Disabled
If the normal installation fails, this might be due to the system hardware not sup-
porting ACPI (advanced configuration and power interface). If this seems to be the
case, use this option to install without ACPI support.

Installation—Safe Settings
Boots the system with the DMA mode (for CD-ROM drives) and power management
functions disabled. Experts can also use the command line to enter or change kernel
parameters.

Use the function keys indicated in the bar at the bottom of the screen to change a
number of installation settings.

Get context-sensitive help for the active element of the boot screen.

Select the display language for the installation.

See other options that can be set for installation.
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After you press [F3], some other options can be set:

Select various graphical display modes for the installation. Select the text mode if
the graphical installation causes problems.

Normally, the installation is performed from the inserted installation medium. Here,
select other sources, like FTP or NFS servers. If the installation is carried out in a
network with an SLP server, select one of the installation sources available on the
server with this option. Information about SLP is available in Chapter 30, SLP
Services in the Network (page 631).

Use this to tell the system that you have an optional disk with a driver update for
SUSE Linux Enterprise Desktop. You will be asked to insert the update disk at the
appropriate point in the installation process.

A few seconds after starting the installation, SUSE Linux Enterprise loads a minimal
Linux system to run the installation procedure. If you want to know what is going on
during the boot process, press to see messages and copyright notices scroll by. At
the end of the loading process, the YaST installation program starts. After a few more
seconds, the screen should display the graphical installer.

The actual installation of SUSE Linux Enterprise begins at this point. All YaST screens
have a common layout. All buttons, entry fields, and lists can be accessed with the
mouse or the keyboard. If your mouse pointer does not move, the mouse has not been
detected automatically. In this case, use the keyboard for the time being. Navigation
with the keyboard is similar to the description in Section 7.11.1, “Navigation in Modules”

(page 171).

3.3 Language Selection

YaST and SUSE Linux Enterprise in general can be configured to use different languages
according to your needs. The language selected here is also used for the keyboard layout.
In addition, YaST uses the language setting to guess a time zone for the system clock.
These settings can be modified later along with the selection of secondary languages
to install on your system. If your mouse does not work, select the language with the
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arrow keys and press until Next is highlighted. Then press to confirm your
language selection.

3.4 License Agreement

Read the license agreement that is displayed on screen thoroughly. If you agree to the
terms, choose Yes, I Agree to the License Agreement and click Next to confirm your
selection. If you do not agree to the license agreement, you are not allowed to install
SUSE Linux Enterprise and the installation terminates.

3.5 System Analysis

Select New installation or Update an existing system. Updating is only possible if a
SUSE Linux Enterprise system is already installed. When a SUSE Linux Enterprise
system is already installed, use Other to access two advanced options: boot the installed
system with Boot installed system or, if the installed system fails to boot, you can try
to fix the problem with Repair installed system. If no SUSE Linux Enterprise system
is installed, you can only perform a new installation.

The following sections describe the procedure of installing a new system. Find detailed
instructions for a system update in Section 7.3.7, “Updating the System” (page 137).
Find a description of the system repair options in Section “Using YaST System Repair”
(page 803).

3.6 Time Zone

In this dialog, select your region and time zone from the lists. During installation, both
are preselected according to the selected installation language. Choose between Local
Time and UTC (GMT) under Hardware Clock Set To. The selection depends on how
the BIOS hardware clock is set on your machine. If it is set to GMT, which corresponds
to UTC, your system can rely on SUSE Linux Enterprise to switch from standard time
to daylight saving time and back automatically. Click Change to set the current date
and time. When finished, click Next to continue the installation.
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3.7 Installation Summary

After a thorough system analysis, YaST presents reasonable suggestions for all instal-
lation settings. The options that sometimes need manual intervention in common instal-
lation situations are presented under the Overview tab. Find more special options in the
Expert tab. After configuring any of the items presented in these dialogs, you are always
returned to the summary window, which is updated accordingly. The individual settings

are discussed in the following sections.

Figure 3.1 Installation Settings
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Installation Settings
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3.7.1 Partitioning

Accept

In most cases, YaST proposes a reasonable partitioning scheme that can be accepted
without change. YaST can also be used to customize the partitioning. This section de-

scribes the necessary steps.
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Partition Types

Every hard disk has a partition table with space for four entries. An entry in the partition
table can correspond to a primary partition or an extended partition. Only one extended
partition entry is allowed, however.

A primary partition simply consists of a continuous range of cylinders (physical disk
areas) assigned to a particular operating system. With primary partitions only, you
would be limited to four partitions per hard disk, because more do not fit in the partition
table. This is why extended partitions are used. Extended partitions are also continuous
ranges of disk cylinders, but an extended partition may itself be subdivided into logical
partitions. Logical partitions do not require entries in the partition table. In other words,
an extended partition is a container for logical partitions.

If you need more than four partitions, create an extended partition as the fourth partition
or earlier. This extended partition should span the entire remaining free cylinder range.
Then create multiple logical partitions within the extended partition. The maximum
number of logical partitions is 15 on SCSI, SATA, and Firewire disks and 63 on (E)IDE
disks. It does not matter which types of partitions are used for Linux. Primary and log-
ical partitions both work fine.

Required Disk Space

YaST normally proposes a reasonable partitioning scheme with sufficient disk space.
If you want to implement your own partitioning scheme, consider the following recom-
mendations concerning the requirements for different system types.

Minimal System: 500 MB
No graphical interface (X Window System) is installed, which means that only
console applications can be used. Also, only a very basic selection of software is
installed.

The partitions to create depend on the available space. The following are some basic
partitioning guidelines:

Up to 4 GB:
One partition for the swap space and one root partition (/). In this case, the root
partition must allow for those directories that often reside on their own partitions
if more space is available.
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4 GB or More:
A swap partition, a root partition (1 GB), and one partition each for the following
directories as needed: /usr (4 GB or more), /opt (4 GB or more), and /var
(1 GB). If you do not want to have separate partitions for these directories, add the
suggested disk space to the root partition. The rest of the available space can be
used for /home.

Depending on the hardware, it might also be useful to create a boot partition (/boot)
to hold the boot mechanism and the Linux kernel. This partition should be located at
the start of the disk and should be at least 8 MB or one cylinder. As a rule of thumb,
always create such a partition if it was included in YaST's original proposal. If you are
unsure about this, create a boot partition to be on the safe side.

You should also be aware that some (mostly commercial) programs install their data
in /opt. Therefore, either create a separate partition for /opt or make the root partition
large enough.

Partitioning with YaST

When you select the partitioning item in the suggestion window for the first time, the
YaST partitioning dialog displays the proposed partition settings. Accept these current
settings as they are or change them before continuing. Alternatively, discard all the
settings and start over from scratch.

Nothing in the partitioning setup is changed if you select Accept Proposal. If you select
Base Partition Setup on This Proposal, the Expert Partitioner opens. It allows tweaking
the partition setup in every detail. This dialog is explained in Section 7.5.6, “Partitioner”
(page 150). The original setup as proposed by YaST is offered there as a starting point.

Selecting Create Custom Partition Setup opens the dialog for hard disk selection. Use
the list to choose among the existing hard disks on your system. SUSE Linux Enterprise
will be installed on the disk selected in this dialog.

The next step is to determine whether the entire disk should be used (Use Entire Hard
Disk) or whether to use any existing partitions (if available) for the installation. If a
Windows operating system was found on the disk, you are asked whether to delete or
resize the partition. Before doing so, read Section “Resizing a Windows Partition”
(page 42). If desired, go to the Expert Partitioner dialog to create a custom partition
setup as described in Section 7.5.6, “Partitioner” (page 150).
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WARNING: Using the Entire Hard Disk for Installation

If you choose Use Entire Hard Disk, all existing data on that disk is completely
erased later in the installation process and is then lost.

YaST checks during the installation whether the disk space is sufficient for the software
selection made. If not, YaST automatically changes the software selection. The proposal
dialog displays a notice to inform you about this. As long as there is sufficient disk

space available, YaST simply accepts your settings and partitions the hard disk accord-

ingly.

Resizing a Windows Partition

If a hard disk containing a Windows FAT or NTFS partition is selected as the installation
target, YaST offers to delete or shrink this partition. In this way, you can install SUSE®
Linux Enterprise even if there is currently not enough space on the hard disk. This
functionality is especially useful if the selected hard disk contains only one Windows
partition that covers the entire hard disk. This is sometimes the case on computers where
Windows comes preinstalled. If YaST sees that there is not enough space on the selected
hard disk, but that space could be made available by deleting or shrinking a Windows
partition, it presents a dialog in which to choose one of these two options.
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Figure 3.2 Possible Options for Windows Partitions
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If you select Delete Windows Completely, the Windows partition is marked for deletion
and the space is used for the installation of SUSE Linux Enterprise.

WARNING: Deleting Windows

If you delete Windows, all data will be lost beyond recovery as soon as the
formatting starts.

To shrink the Windows partition, interrupt the installation and boot Windows to prepare
the partition from there. Although this step is not strictly required for FAT partitions,
it speeds up the resizing process and also makes it safer. These steps are vital for NTFS
partitions.

FAT File System
In Windows, first run scandisk to make sure that the FAT partition is free of lost
file fragments and crosslinks. After that, run defrag to move files to the beginning
of the partition. This accelerates the resizing procedure in Linux.

If you have optimized virtual memory settings for Windows so a contiguous swap
file is used with the same initial (minimum) and maximum size limit, consider an-
other step. With these Windows settings, the resizing might split the swap file into
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many small parts scattered all over the FAT partition. Also, the entire swap file
would need to be moved during the resizing, which makes the process rather slow.
It is therefore useful to disable these Windows optimizations for the time being
and reenable them after the resizing has been completed.

NTES File System
In Windows, run scandisk and defrag to move the files to the beginning of the hard
disk. In contrast to the FAT file system, you must perform these steps. Otherwise
the NTFS partition cannot be resized.

IMPORTANT: Disabling the Windows Swap File

If you operate your system with a permanent swap file on an NTFS file system,
this file may be located at the end of the hard disk and remain there despite

defrag. Therefore, it may be impossible to shrink the partition sufficiently. In

this case, temporarily deactivate the swap file (the virtual memory in Windows).
After the partition has been resized, reconfigure the virtual memory.

After these preparations, return to the Linux partitioning setup and select Shrink Windows
Partition. After a quick check of the partition, YaST opens a dialog with a suggestion
for resizing the Windows partition.

Figure 3.3 Resizing the Windows Partition
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The first bar graph shows how much disk space is currently occupied by Windows and
how much space is still available. The second bar graph shows how the space would
be distributed after the resizing, according to YaST's current proposal. See Figure 3.3,
“Resizing the Windows Partition” (page 44). Accept the proposed settings or use the
slider to change the partition sizing (within certain limits).

If you leave this dialog by selecting Next, the settings are stored and you are returned
to the previous dialog. The actual resizing takes place later, before the hard disk is for-
matted.

IMPORTANT: Windows Systems Installed on NTFS Partitions

By default, the Windows versions NT, 2000, and XP use the NTFS file system.
Unlike FAT file systems, NTFS file systems can only be read from Linux. This
means you can read your Windows files from Linux, but you cannot edit them.
If you want write access to your Windows data and do not need the NTFS file
system, reinstall Windows on a FAT32 file system. In this case, you will have
full access to your Windows data from SUSE Linux Enterprise.

3.7.2 Software

SUSE Linux Enterprise contains a number of software packages for various application
purposes. Click Sofiware in the suggestion window to start the software selection and
modify the installation scope according to your needs. Select your categories from the
list in the middle and see the description in the right window. Each category contains
a number of software packages that meet most requirements for that category. For more
detailed selection of software packages to install, select Details to switch to the YaST
Package Manager.
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Figure 3.4 Installing and Removing Software with the YaST Package Manager
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Changing the Installation Scope

If you have specific software needs, modify the current selection with the package
manager, which greatly eases this task. The package manager offers various filter criteria
to simplify selection from the numerous packages in SUSE Linux Enterprise.

The filter selection box is located at the top left under the menu bar. The default filter
is Patterns. Patterns install packages based on the intended use or task of your system.
The groups included in the current system type are preselected. Click the check boxes
to select or deselect groups for installation.

The right part of the window displays a table listing the individual packages included
in the current group. The table column furthest to the left shows the current status of
each package. Two status flags are especially relevant for the installation: /nstall (the
box in front of the package name is checked) and Do Not Install (the box is empty). To
select or deselect individual software packages, click the status box until the desired
status is displayed. Alternatively, right-click the package line to access a pop-up menu
listing all the possible status settings.
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Other Filters

Click the filter selection box to view the other possible filters. The selection according
to Package Groups can also be used for the installation. This filter sorts the program
packages by subjects in a tree structure to the left. The more you expand the branches,
the more specific the selection of packages is and the fewer packages are displayed in
the list of associated packages to the right.

Use Search to search for a specific package. This is explained in detail in Section 7.3.1,
“Installing and Removing Software” (page 127).

Package Dependencies and Conflicts

You cannot simply install any combination of software packages. The different software
packages must be compatible. Otherwise they might interfere with each other and cause
conflicts that affect the system as a whole. Therefore, you may see alerts about unre-
solved package dependencies or conflicts after selecting or deselecting software packages
in this dialog. If installing SUSE Linux Enterprise for the first time or if you do not
understand the alerts, read Section 7.3.1, “Installing and Removing Software” (page 127),
which provides detailed information about the operation of the package manager.

Exiting the Software Selection

When satisfied with your software selection and all package dependencies or conflicts
are resolved, click Accept to apply your changes and exit the module. During the instal-
lation, the changes are recorded internally and applied later when the actual installation
starts.

3.7.3 Language

The language was selected at the beginning of the installation as described in Section 3.3,
“Language Selection” (page 37). However, you can change this setting here and also
select any additional languages to install on your system. In the upper part of this dialog,
select the primary language. This is the language that will be activated after installation.
Adapt your keyboard and time zone settings to the selected primary language by selecting
those options, if desired. Optionally, use Details to set the language for the user root.
There are three options:
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ctype only
The value of the variable LC_CTYPE inthe file /etc/sysconfig/language
is adopted for the user root. This sets the localization for language-specific
function calls.

yes
The user root has the same language settings as the local user.

no
The language settings for the user root are not affected by the language selection.
All 1ocale variables are unset.

Make the setting for the locale explicitly with Defailed Locale Setting.

The list in the lower part of the language dialog allows for selection of additional lan-
guages to install. For all the languages selected in this list, YaST checks if there are
any language-specific packages for any packages in your current software selection. If
so, these packages are installed.

Click Accept to complete the configuration.

3.7.4 System

This dialog presents all the hardware information YaST could obtain about your com-
puter. Select any item in the list and click Details to see detailed information about the
selected item. You may also add PCI IDs to device drivers with this dialog.

3.7.5 Keyboard Layout

Select the keyboard layout from the list. By default, the layout corresponds to the se-
lected language. After changing the layout, test the characters that are special to the
selected language layout to make sure that the selection is correct. To set special options
regarding keyboard behavior, click Expert Settings. Find more information about that
in Section 7.4.9, “Keyboard Layout” (page 143). When finished, click Accept to return
to the installation settings dialog.
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3.7.6 Booting

During the installation, YaST proposes a boot configuration for your system. Normally,
you can leave these settings unchanged. However, if you need a custom setup, modify
the proposal for your system.

One possibility is to configure the boot mechanism to rely on a special boot floppy.
Although this has the disadvantage that it requires the floppy to be in the drive when
booting, it leaves an existing boot mechanism untouched. Normally this should not be
necessary, however, because YaST can configure the boot loader to boot other existing
operating systems as well. Another possibility with the configuration is to change the
location of the boot mechanism on the hard disk.

To change the boot configuration proposed by YaST, select Booting to open a dialog
in which to change many details of the boot mechanism. For information, read Sec-
tion 17.3, “Configuring the Boot Loader with YaST” (page 397).

3.7.7 Default Runlevel

SUSE Linux Enterprise can boot to different runlevels. Normally there should be no
need to change anything here, but if necessary set the default runlevel with this dialog.
Refer to Section 7.5.11, “System Services (Runlevel)” (page 156) for information about
runlevel configuration.

3.7.8 Time Zone

In this dialog, change your region and time zone by selecting them from the lists. Choose
between Local Time and UTC (GMT) under Hardware Clock Set To. The selection
depends on how the BIOS hardware clock is set on your machine. If it is set to GMT,
which corresponds to UTC, your system can rely on SUSE Linux Enterprise to switch
from standard time to daylight saving time and back automatically. Click Change to
set the current date and time. When finished, click Accept to return to the installation
settings dialog.
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3.7.9 Performing the Installation

After making all installation settings, click Accept in the suggestion window to begin

the installation. Confirm with Install in the dialog that opens. The installation usually

takes between 15 and 30 minutes, depending on the system performance and the software
selected. As soon as all packages are installed, YaST boots into the new Linux system,
after which you can configure the hardware and set up system services.

3.8 Configuration

After completing the basic system setup and the installation of all selected software
packages, provide a password for the account of the system administrator (the root
user). You can then configure your Internet access and network connection. With a
working Internet connection, you can perform an update of the system as part of the
installation. You can also configure an authentication server for centralized user admin-
istration in a local network. Finally, configure the hardware devices connected to the
machine.

3.8.1 Hostname

The hostname is the computer's name in the network. The fully qualified domain name,
needed here, includes the name of the domain to which the computer belongs. Each
server and client in the network should have a unique hostname.

If you are located in a local network, you might receive your hostname over DHCP, in
which case you should not modify the name. To receive the hostname over DHCP, select
Change Hostname via DHCP.

3.8.2 root Password

root is the name of the superuser, the administrator of the system. Unlike regular

users, which may or may not have permission to do certain things on the system, root
has unlimited power to do anything: change the system configuration, install programs,
and set up new hardware. If users forget their passwords or have other problems with
the system, root can help. The root account should only be used for system admin-
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istration, maintenance, and repair. Logging in as root for daily work is rather risky:
a single mistake could lead to irretrievable loss of many system files.

For verification purposes, the password for root must be entered twice. Do not forget
the root password. Once entered, this password cannot be retrieved.

3.8.3 Network Configuration

You can now choose whether to use NetworkManager or the traditional method to
manage all your network devices. NetworkManager is the new tool enabling automatic
connection establishment with minimal user intervention. It is ideal for mobile comput-
ing. Also configure the network devices of your system and make security settings, for
example, for a firewall or proxy. To configure your network hardware at this stage, refer
to Section 29.4, “Configuring a Network Connection with YaST” (page 594). Otherwise,
select Skip Configuration and click Next. Network hardware can also be configured
after the system installation has been completed.

NOTE: Network Devices and Update

If you skip the network device configuration, your system will be offline and
unable to retrieve any available updates or include them in the installation.

As well as device configuration, configure network accessibility—related settings:

Firewall Configuration

When you connect to a network, a firewall is started automatically on the configured
interface. The configuration proposal for the firewall is updated automatically every
time the configuration of the interfaces or services is modified. To adapt the auto-
matic settings to your own preferences, click Change — Firewall. In the dialog
that opens, determine whether the firewall should be started. If you do not want
the firewall to be started, select the appropriate option and exit the dialog. To start
and configure the firewall, click Next for a series of dialogs similar to those de-
scribed in Section 38.4.1, “Configuring the Firewall with YaST” (page 714).

VNC Remote Administration
To administer your machine remotely by VNC, click Change — VNC Remote Ad-
ministration, enable remote administration, and open the port in the firewall. If you
have multiple network devices and want to select on which to open the port, click
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Firewall Details and select the network device. You can also use SSH, a more secure
option, for remote administration.

Proxy
If you have a proxy server in your network to control access to the network, enter
the server name and all other required information to enable access to the Internet.

Internet Connection Test

If you have configured an Internet connection, you can test it now. For this purpose,
YaST establishes a connection to the SUSE Linux Enterprise server and checks if any
product updates are available for your version of SUSE Linux Enterprise. If there are
such updates, they can be included in the installation. Also, the latest release notes are
downloaded. You can read them at the end of the installation.

To start the test, select Yes, Test Connection to the Internet and click Next. In the next
dialog, view the progress of the test and the results of the test. If the test fails, click
Back to return in the previous dialog and correct the configuration or skip the test. If
you need more information about the test process, click View Logs.

If you do not want to test the connection at this point, select No, Skip This Test then
Next. This also skips downloading product updates and release notes.

If you have multiple network interfaces in your system, verify that the the right card is
used to connect to the Internet. To do so, click Change device.

3.8.4 Customer Center

To get technical support and product updates, first register and activate your product.
Novell Customer Center Configuration provides assistance for doing so. If you are offline
or want to skip this step, select Configure Later.

In Include for Convenience, select whether to obtain some of the necessary information
from your system. This simplifies the registration process. If you want to see what is
required to register your system or what happens with your data, use Details.
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3.8.5 Online Update

If YaST was able to connect to the SUSE Linux Enterprise servers, select whether to
perform a YaST online update. If there are any patched packages available on the
servers, download and install them now to fix known bugs or security issues.

3.8.6 Users

This step has two parts. In the first part, choose the user authentication method. The
second part depends on the selected authentication method.

User Authentication

If network access was configured successfully during the previous steps of the installa-
tion, you now have four possibilities for managing user accounts on your system.

Local (/etc/passwd)
Users are administered locally on the installed host. This is a suitable option for
stand-alone workstations. User data is managed by the local file /etc/passwd.
All users who are entered in this file can log in to the system even if no network
is available.

LDAP
Users are administered centrally on an LDAP server for all systems in the network.

NIS
Users are administered centrally on a NIS server for all systems in the network.

Windows Domain
SMB authentication is often used in mixed Linux and Windows networks.

NOTE: Content of the Authentication Menu

If you use the custom package selection and one or more authentication
methods are missing from the menu, you probably did not select the packages
required for it.

Installation with YaST

53



54

If all requirements are met, YaST opens a dialog in which to select the user administra-
tion method. If you do not have the necessary network connection, create local user
accounts.

Creating Local User Accounts

Linux is an operating system that allows several users to work on the same system at
the same time. Each user needs a user account to log in to the system. By having user
accounts, the system gains a lot in terms of security. For instance, regular users cannot
change or delete files needed for the system to work properly. At the same time, the
personal data of a given user cannot be modified, viewed, or tampered with by other
users. Users can set up their own working environments and always find them unchanged
when logging back in.

If you decide against using an authentication server for user authentication, create local
users. Any data related to user accounts (name, login, password, etc.) is stored and
managed on the installed system.

Figure 3.5 Entering the Username and Password
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A local user account can be created using the dialog shown in Figure 3.5, “Entering the
Username and Password” (page 54). After entering the first name and last name,
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specify a username (login). Click Suggestion for the system to generate a username
automatically.

Finally, enter a password for the user. Reenter it for confirmation (to ensure that you
did not type something else by mistake).

To provide effective security, a password should be between five and eight characters
long. The maximum length for a password is 128 characters. However, if no special
security modules are loaded, only the first eight characters are used to discern the
password. Passwords are case-sensitive. Special characters like umlauts are not allowed.
Other special characters (7-bit ASCII) and the digits 0 to 9 are allowed.

Two additional options are available for local users:

Receive System Messages via E-Mail
Checking this box sends the user messages created by the system services. These
are usually only sent to root, the system administrator. This option is useful for
the most frequently used account, because it is highly recommended to log in as
root only in special cases.

Automatic Login
This option is only available if KDE is used as the default desktop. It automatically
logs the current user into the system when it starts. This is mainly useful if the
computer is operated by only one user.

WARNING: Automatic Login

With the automatic login enabled, the system boots straight into your desktop
with no authentication at all. If you store sensitive data on your system, you
should not enable this option if the computer can also be accessed by others.

Click User Management to create more than one user. Refer to Section 7.9.1, “User
Management” (page 164) for more information about user management.

Configuring the Host as an LDAP Client

To implement user administration by LDAP, configure an LDAP client in the next step.
LDAP authentication relies on a central LDAP server located in your network providing
the authentication data. This task can be handled by a SUSE Linux Enterprise Server
machine.
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Click Use LDAP to enable the use of LDAP. Select Use LDAP but Disable Logins in-
stead if you want to use LDAP for authentication, but do not want other users to log in
to this client. Enter the IP address of the LDAP server to use and the LDAP base DN
to select the search base on the LDAP server. To retrieve the base DN automatically,
click Fetch DN. YaST then checks for any LDAP database on the specified server ad-
dress. Choose the appropriate base DN from the search results given by YaST. If TLS
or SSL protected communication with the server is required, select LDAP TLS/SSL. If
the LDAP server still uses LDAPv2, explicitly enable the use of this protocol version
by selecting LDAP Version 2. Select Start Automounter to mount remote directories
on your client, such as a remotely managed home directory. Click Finish to apply your
settings. LDAP client configuration is discussed in further detail in Section 34.3,
“Configuring an LDAP Client with YaST” (page 658).

Configuring the Host as a NIS Client

To implement user administration by NIS, configure a NIS client in the next step. NIS
authentication relies on a central NIS server located in your network providing the au-
thentication data. This task can be handled by a SUSE Linux Enterprise Server machine.

In the NIS client dialog, first select whether the host has a static IP address or gets one
with DHCP. If you select DHCP, you cannot specify a NIS domain or NIS server ad-
dress, because these are provided by the DHCP server. If a static IP address is used,
specify the NIS domain and the NIS server manually.

To search for NIS servers broadcasting in the network, check the relevant option. You
can also specify several NIS domains and set a default domain. For each domain, select
Editto specify several server addresses or enable the broadcast function on a per-domain
basis.

In the expert settings, use Answer Remote Hosts to allow other network hosts to query
which server your client is using. If you activate Broken Server, responses from servers
on unprivileged ports are also accepted. For more information, refer to the man page
of ypbind.

Configuring the Host as a Windows Domain Member

To implement user administration using a Samba or Windows server, configure a
Samba client in the next step. A SUSE Linux Enterprise Server machine or a Windows
server can be set up as a Samba server.
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In the Windows Domain Membership dialog, enter the NT or Active Directory domain
or Samba workgroup to join or use Browse to select from a list of available domains.
Select Create Home Directory on Login if you want to create home directories for any
user logging in to the domain from your local machine. Click Finish to apply your set-
tings and provide the necessary credentials. For further details on SUSE Linux Enterprise
support for AD domains, see Chapter 11, Active Directory Support (page 285).

3.8.7 Cleanup

This step does not require any user interaction. The installation program launches the
SuSEconfig script to write the system configuration. Depending on the CPU and the
amount of memory, this process can take some time.

3.8.8 Release Notes

After completing the user authentication setup, YaST displays the release notes. Reading
them is advised because they contain important up-to-date information that was not
available when the manuals were printed. If you have installed update packages, read
the most recent version of the release notes, as fetched from SUSE Linux Enterprise's
Servers.

3.8.9 Hardware Configuration

At the end of the installation, YaST opens a dialog for the configuration of the graphics
card and other hardware components connected to the system. Click the individual
components to start the hardware configuration. For the most part, YaST detects and
configures the devices automatically.

You can skip any peripheral devices and configure them later. To skip the configuration,
select Skip Configuration and click Next.

However, you should configure the graphics card right away. Although the display
settings as autoconfigured by YaST should be generally acceptable, most users have
very strong preferences as far as resolution, color depth, and other graphics features
are concerned. To change these settings, select the respective item and set the values
as desired. To test your new configuration, click Test the Configuration.
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3.8.10 Completing Installation

After a successful installation, YaST shows the Installation Completed dialog. In this
dialog, select whether to clone your newly installed system for AutoYaST. To clone
your system, select Clone This System for AutoYaST. The profile of the current system
is stored in /root/autoyast .xml.

AutoYaST is a system for installing one or more SUSE Linux Enterprise systems auto-
matically without user intervention. AutoYaST installations are performed using a
control file with installation and configuration data.

Finish the installation of SUSE Linux Enterprise with Finish in the final dialog.

3.9 Graphical Login

SUSE Linux Enterprise is now installed. Unless you enabled the automatic login func-
tion, you should see the graphical login on your screen where you can enter your user-
name and password to log in to the system. If automatic login is activated, the desktop
starts automatically.
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Remote Installation

SUSE® Linux Enterprise can be installed in several different ways. As well as the
usual CD or DVD installation covered in Chapter 3, Installation with YaST (page 33),
you can choose from various network-based approaches or even take a completely
hands-off approach to the installation of SUSE Linux Enterprise.

Each method is introduced by means of two short check lists: one listing the prerequisites
for this method and the other illustrating the basic procedure. More detail is then pro-
vided for all the techniques used in these installation scenarios.

NOTE

In the following sections, the system to hold your new SUSE Linux Enterprise

installation is referred to as target system or installation target. The term instal-
lation source is used for all sources of installation data. This includes physical
media, such as CD and DVD, and network servers distributing the installation

data in your network.

4.1 Installation Scenarios for Remote
Installation

This section introduces the most common installation scenarios for remote installations.
For each scenario, carefully check the list of prerequisites and follow the procedure
outlined for this scenario. If in need of detailed instructions for a particular step, follow
the links provided for each one of them.
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IMPORTANT

The configuration of the X Window System is not part of any remote installation
process. After the installation has finished, log in to the target system as root,
enter telinit 3, and start SaX2 to configure the graphics hardware as de-
scribed in Section 22.1, “X11 Setup with SaX2” (page 465).

4.1.1 Simple Remote Installation via
VNC—Static Network Configuration

This type of installation still requires some degree of physical access to the target system
to boot for installation. The installation itself is entirely controlled by a remote worksta-
tion using VNC to connect to the installation program. User interaction is required as
with the manual installation in Chapter 3, Installation with YaST (page 33).

For this type of installation, make sure that the following requirements are met:

+ Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

+ Target system with working network connection

+ Controlling system with working network connection and VNC viewer software
or Java-enabled browser (Firefox, Konqueror, Internet Explorer, or Opera)

+ Physical boot medium (CD or DVD) for booting the target system

+ Valid static IP addresses already assigned to the installation source and the control-
ling system

+ Valid static IP address to assign to the target system
To perform this kind of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP
network server. For an SMB installation source, refer to Section 4.2.5, “Managing
an SMB Installation Source” (page 76).
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2 Boot the target system using the first CD or DVD of the SUSE Linux Enterprise
media Kkit.

3 When the boot screen of the target system appears, use the boot options prompt
to set the appropriate VNC options and the address of the installation source.
This is described in detail in Section 4.4, “Booting the Target System for Instal-
lation” (page 87).

The target system boots to a text-based environment, giving the network address
and display number under which the graphical installation environment can be
addressed by any VINC viewer application or browser. VINC installations announce
themselves over OpenSLP and can be found using Konqueror in service: /
or slp:/ mode.

4 On the controlling workstation, open a VNC viewing application or Web
browser and connect to the target system as described in Section 4.5.1, “VNC
Installation” (page 92).

5 Perform the installation as described in Chapter 3, Installation with YaST
(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

6 Finish the installation.

4.1.2 Simple Remote Installation via
VNC—Dynamic Network Configuration

This type of installation still requires some degree of physical access to the target system
to boot for installation. The network configuration is made with DHCP. The installation
itself is entirely controlled from a remote workstation using VNC to connect to the in-
staller, but still requires user interaction for the actual configuration efforts.

For this type of installation, make sure that the following requirements are met:

+ Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

+ Target system with working network connection
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+ Controlling system with working network connection and VNC viewer software
or Java-enabled browser (Firefox, Konqueror, Internet Explorer, or Opera)

+ Physical boot medium (CD, DVD, or custom boot disk) for booting the target system
» Running DHCP server providing IP addresses
To perform this kind of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server

Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP
network server. For an SMB installation source, refer to Section 4.2.5, “Managing
an SMB Installation Source” (page 76).

Boot the target system using the first CD or DVD of the SUSE Linux Enterprise
media kit.

When the boot screen of the target system appears, use the boot options prompt
to set the appropriate VNC options and the address of the installation source.
This is described in detail in Section 4.4, “Booting the Target System for Instal-
lation” (page 87).

The target system boots to a text-based environment, giving the network address
and display number under which the graphical installation environment can be
addressed by any VNC viewer application or browser. VNC installations announce
themselves over OpenSLP and can be found using Konqueror in service:/
or slp:/ mode.

On the controlling workstation, open a VNC viewing application or Web
browser and connect to the target system as described in Section 4.5.1, “VNC
Installation” (page 92).

Perform the installation as described in Chapter 3, Installation with YaST
(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

6 Finish the installation.

Deployment Guide



4.1.3 Remote Installation via VNC—PXE
Boot and Wake on LAN

This type of installation is completely hands-off. The target machine is started and
booted remotely. User interaction is only needed for the actual installation. This approach
is suitable for cross-site deployments.

To perform this type of installation, make sure that the following requirements are met:

+ Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

» TFTP server
* Running DHCP server for your network

+ Target system capable of PXE boot, networking, and Wake on LAN, plugged in
and connected to the network

+ Controlling system with working network connection and VNC viewer software
or Java-enabled browser (Firefox, Konqueror, Internet Explorer, or Opera)

To perform this type of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP
network server or configure an SMB installation source as described in Sec-
tion 4.2.5, “Managing an SMB Installation Source” (page 76).

2 Setup a TFTP server to hold a boot image that can be pulled by the target system.
This is described in Section 4.3.2, “Setting Up a TFTP Server” (page 79).

3 Set up a DHCP server to provide IP addresses to all machines and reveal the lo-
cation of the TFTP server to the target system. This is described in Section 4.3.1,
“Setting Up a DHCP Server” (page 77).

4 Prepare the target system for PXE boot. This is described in further detail in
Section 4.3.5, “Preparing the Target System for PXE Boot” (page 86).
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5 Initiate the boot process of the target system using Wake on LAN. This is de-

scribed in Section 4.3.7, “Wake on LAN” (page 86).

6 On the controlling workstation, open a VNC viewing application or Web

browser and connect to the target system as described in Section 4.5.1, “VNC
Installation” (page 92).

7 Perform the installation as described in Chapter 3, Installation with YaST

(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

8 Finish the installation.

4.1.4 Simple Remote Installation via

SSH—Static Network Configuration

This type of installation still requires some degree of physical access to the target system
to boot for installation and to determine the IP address of the installation target. The
installation itself is entirely controlled from a remote workstation using SSH to connect
to the installer. User interaction is required as with the regular installation described in
Chapter 3, Installation with YaST (page 33).

For this type of installation, make sure that the following requirements are met:

Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

Target system with working network connection

Controlling system with working network connection and working SSH client
software

Physical boot medium (CD, DVD, or custom boot disk) for the target system

Valid static IP addresses already assigned to the installation source and the control-
ling system

Valid static IP address to assign to the target system
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To perform this kind of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP
network server. For an SMB installation source, refer to Section 4.2.5, “Managing
an SMB Installation Source” (page 76).

2 Boot the target system using the first CD or DVD of the SUSE Linux Enterprise
media Kkit.

3 When the boot screen of the target system appears, use the boot options prompt
to set the appropriate parameters for network connection, address of the installa-
tion source, and SSH enablement. This is described in detail in Section 4.4.3,
“Using Custom Boot Options” (page 89).

The target system boots to a text-based environment, giving the network address
under which the graphical installation environment can be addressed by any SSH
client.

4 On the controlling workstation, open a terminal window and connect to the target
system as described in Section “Connecting to the Installation Program”

(page 94).

5 Perform the installation as described in Chapter 3, Installation with YaST
(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

6 Finish the installation.

4.1.5 Simple Remote Installation via
SSH—Dynamic Network Configuration

This type of installation still requires some degree of physical access to the target system
to boot for installation and determine the IP address of the installation target. The instal-
lation itself is entirely controlled from a remote workstation using VNC to connect to
the installer, but still requires user interaction for the actual configuration efforts.

For this type of installation, make sure that the following requirements are met:
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Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

Target system with working network connection

Controlling system with working network connection and working SSH client
software

Physical boot medium (CD or DVD) for booting the target system

Running DHCP server providing IP addresses

To perform this kind of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server

Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP

network server. For an SMB installation source, refer to Section 4.2.5, “Managing

an SMB Installation Source” (page 76).

2 Boot the target system using the first CD or DVD of the SUSE Linux Enterprise

media kit.

lation source, and SSH enablement. See Section 4.4.3, “Using Custom Boot
Options” (page 89) for detailed instructions on the use of these parameters.

The target system boots to a text-based environment, giving you the network

address under which the graphical installation environment can be addressed by

any SSH client.

system as described in Section “Connecting to the Installation Program”
(page 94).

5 Perform the installation as described in Chapter 3, Installation with YaST
(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

6 Finish the installation.
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4.1.6 Remote Installation via SSH—PXE Boot
and Wake on LAN

This type of installation is completely hands-off. The target machine is started and
booted remotely.

To perform this type of installation, make sure that the following requirements are met:

+ Remote installation source: NFS, HTTP, FTP, or SMB with working network
connection

» TFTP server
+ Running DHCP server for your network, providing a static IP to the host to install

+ Target system capable of PXE boot, networking, and Wake on LAN, plugged in
and connected to the network

+ Controlling system with working network connection and SSH client software
To perform this type of installation, proceed as follows:

1 Set up the installation source as described in Section 4.2, “Setting Up the Server
Holding the Installation Sources” (page 68). Choose an NFS, HTTP, or FTP
network server. For the configuration of an SMB installation source, refer to
Section 4.2.5, “Managing an SMB Installation Source” (page 76).

2 Setup a TFTP server to hold a boot image that can be pulled by the target system.
This is described in Section 4.3.2, “Setting Up a TFTP Server” (page 79).

3 Set up a DHCP server to provide IP addresses to all machines and reveal the lo-
cation of the TFTP server to the target system. This is described in Section 4.3.1,
“Setting Up a DHCP Server” (page 77).

4 Prepare the target system for PXE boot. This is described in further detail in
Section 4.3.5, “Preparing the Target System for PXE Boot” (page 86).

5 Initiate the boot process of the target system using Wake on LAN. This is de-
scribed in Section 4.3.7, “Wake on LAN” (page 86).
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6 On the controlling workstation, start an SSH client and connect to the target
system as described in Section 4.5.2, “SSH Installation” (page 94).

7 Perform the installation as described in Chapter 3, Installation with YaST
(page 33). Reconnect to the target system after it reboots for the final part of the
installation.

8 Finish the installation.

4.2 Setting Up the Server Holding the
Installation Sources

Depending on the operating system running on the machine to use as network installation
source for SUSE Linux Enterprise, there are several options for the server configuration.
The easiest way to set up an installation server is to use YaST on SUSE Linux Enterprise
Server 9 or 10 orSUSE Linux 9.3 and higher. On other versions of SUSE Linux Enter-
prise Server or SUSE Linux, set up the installation source manually.

TIP

You can even use a Microsoft Windows machine as installation server for your
Linux deployment. See Section 4.2.5, “Managing an SMB Installation Source”
(page 76) for details.

4.2.1 Setting Up an Installation Server Using
YaST

YaST offers a graphical tool for creating network installation sources. It supports HTTP,
FTP, and NFS network installation servers.

1 Login as root to the machine that should act as installation server.
2 Start YaST — Miscellaneous — Installation Server.

3 Select Server Configuration.

Deployment Guide



4 Select the server type (HTTP, FTP, or NFS). The selected server service is
started automatically every time the system starts. If a service of the selected
type is already running on your system and you want to configure it manually
for the server, deactivate the automatic configuration of the server service with
Do Not Configure Any Network Services. In both cases, define the directory in
which the installation data should be made available on the server.

5 Configure the required server type. This step relates to the automatic configuration
of server services. It is skipped when automatic configuration is deactivated.

Define an alias for the root directory of the FTP or HTTP server on which the
installation data should be found. The installation source will later be located
under ftp://Server—-IP/Alias/Name (FTP) or under
http://Server-IP/Alias/Name (HTTP). Name stands for the name of
the installation source, which is defined in the following step. If you selected
NFS in the previous step, define wild cards and export options. The NES server
will be accessibleunder nfs: // Server—IP/Name. Details of NFS and exports
can be found in Chapter 36, Sharing File Systems with NFS (page 681).

6 Configure the installation source. Before the installation media are copied to their
destination, define the name of the installation source (ideally, an easily remem-
bered abbreviation of the product and version). YaST allows providing ISO im-
ages of the media instead of copies of the installation CDs. If you want this, acti-
vate the relevant check box and specify the directory path under which the ISO
files can be found locally. Depending on the product to distribute using this in-
stallation server, it might be that more add-on CDs or service pack CDs are re-
quired to install the product completely. If you activate Prompt for Additional
CDs, YaST automatically reminds you to supply these media. To announce your
installation server in the network via OpenSLP, activate the appropriate option.

TIP

Consider announcing your installation source via OpenSLP if your network
setup supports this option. This saves you from entering the network in-
stallation path on every target machine. The target systems are just
booted using the SLP boot option and find the network installation source
without any further configuration. For details on this option, refer to
Section 4.4, “Booting the Target System for Installation” (page 87).
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7 Upload the installation data. The most lengthy step in configuring an installation
server is copying the actual installation CDs. Insert the media in the sequence
requested by YaST and wait for the copying procedure to end. When the sources
have been fully copied, return to the overview of existing information sources
and close the configuration by selecting Finish.

Your installation server is now fully configured and ready for service. It is auto-
matically started every time the system is started. No further intervention is re-
quired. You only need to configure and start this service correctly by hand if you
have deactivated the automatic configuration of the selected network service
with YaST as an initial step.

To deactivate an installation source, select Change in the overview to reach a list of all
available installation sources. Choose the entry to remove then select Delete. This delete
procedure only relates to the deactivation of the server service. The installation data itself
remains in the directory chosen. However, you can remove it manually.

If your installation server should provide the installation data for more than one product
of product version, start the YaST installation server module and select Configure in
the overview of existing installation sources to configure the new installation source.

4.2.2 Setting Up an NFS Installation Source
Manually

IMPORTANT

We assume you are using any kind of SUSE Linux-based operating system on
the machine that will serve as installation server. If this is not the case, turn to
the others vendor's documentation on NFS instead of following these directions.

Setting up an NFS source for installation is basically done in two steps. In the first step,
create the directory structure holding the installation data and copy the installation
media over to this structure. Second, export the directory holding the installation data
to the network.

To create a directory holding the installation data, proceed as follows:

1 Loginas root.
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2 Create a directory that should later hold all installation data and change into this
directory. For example:

mkdir install/product/productversion

cd install/product/productversion

Replace product with an abbreviation of the product name and
productversion with a string that contains the product name and version.

3 For each CD contained in the media kit execute the following commands:

a Copy the entire content of the installation CD into the installation server
directory:

cp —-a /media/path_to_your. CD-ROM drive .

Replace path_to_your_CD-ROM_drive with the actual path under
which your CD or DVD drive is addressed. Depending on the type of drive
used in your system, this can be cdrom, cdrecorder, dvd, or
dvdrecorder.

b Rename the directory to the CD number:

mv path_to_your. CD-ROM_drive CDx

Replace x with the actual number of your CD.
On SUSE Linux and SUSE Linux Enterprise Server you can export the installation
sources via NFS using YaST. Proceed as follows:

1 Loginas root.
2 Start YaST — Network Services — NFS Server.
3 Select Start NFS Server and Open Port in Firewall and click Next.

4 Select Add Directory and enter the path to the directory holding the installation
data. In this case, it is /productversion.

5 Select Add Host and enter the hostnames of the machines to which to export the
installation data. Instead of specifying hostnames here, you could also use wild
cards, ranges of network addresses, or just the domain name of your network.
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Enter the appropriate export options or leave the default, which works fine in
most setups. For more information about the syntax used in exporting NFS shares,
read the exports man page.

6 Click Finish. The NFS server holding the SUSE Linux Enterprise installation
sources is automatically started and integrated into the boot process.

If you prefer manually exporting the installation sources via NFS instead of using the
YaST NFS Server module, proceed as follows:

1 Loginas root.

2 Open the file /etc/exports and enter the following line:

/productversion *(ro,root_squash, sync)

This exports the directory / productversion to any host that is part of this

network or to any host that can connect to this server. To limit the access to this
server, use netmasks or domain names instead of the general wild card *. Refer
to the export man page for details. Save and exit this configuration file.

3 To add the NFS service to the list of servers started during system boot, execute
the following commands:

insserv /etc/init.d/nfsserver
insserv /etc/init.d/portmap

4 Start the NFS server with rcnfsserver start. If you need to change the
configuration of your NFS server later, modify the configuration file and restart
the NFS daemon with rcnfsserver restart.

Announcing the NFS server via OpenSLP makes its address known to all clients in
your network.

1 Loginas root.
2 Enter the directory /etc/slp.reg.d/.

3 Create a configuration file called install.suse.nfs.reg containing the
following lines:
# Register the NFS Installation Server

service:install.suse:nfs://$HOSTNAME/path_instsource/CDl,en, 65535
description=NFS Installation Source
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Replace path_instsource with the actual path to the installation source on
your server.

4 Save this configuration file and start the OpenSLP daemon with rcs1lpd start.

For more information about OpenSLP, refer to the package documentation located under
/usr/share/doc/packages/openslp/ or refer to Chapter 30, SLP Services
in the Network (page 631).

4.2.3 Setting Up an FTP Installation Source
Manually

Creating an FTP installation source is very similar to creating an NFS installation source.
FTP installation sources can be announced over the network using OpenSLP as well.

1 Create a directory holding the installation sources as described in Section 4.2.2,
“Setting Up an NFS Installation Source Manually” (page 70).

2 Configure the FTP server to distribute the contents of your installation directory:

a Loginas root and install the package pure—ftpd (a lean FTP server)
using the YaST package manager.
b Enter the FTP server root directory:

cd/srv/ftp

¢ Create a subdirectory holding the installation sources in the FTP root direc-
tory:

mkdir instsource
Replace instsource with the product name.

d Copy the contents of all installation CDs into the FTP server's root directory
(similar to the procedure described in Section 4.2.2, “Setting Up an NFS
Installation Source Manually” (page 70), Step 3 (page 71)).

Alternatively, mount the contents of the already existing installation repos-
itory into the change root environment of the FTP server:
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mount --bind path_to_instsource /srv/ftp/instsource

Replace path_to_instsource and instsource with values
matching your setup. If you need to make this permanent, add itto /etc/
fstab.

e Start pure-fipd with pure—-ftpd .

3 Announce the installation source via OpenSLP, if this is supported by your net-
work setup:

a Create a configuration file called install.suse.ftp.regunder /etc/
slp/reg.d/ that contains the following lines:

# Register the FTP Installation Server
service:install.suse:ftp://$SHOSTNAME/srv/ftp/instsource/CDl,en, 65535
description=FTP Installation Source

Replace instsource with the actual name to the installation source direc-
tory on your server. The service: line should be entered as one continuous
line.

b Save this configuration file and start the OpenSLP daemon with rcs1lpd
start.

4.2.4 Setting Up an HTTP Installation Source
Manually

Creating an HTTP installation source is very similar to creating an NFS installation
source. HTTP installation sources can be announced over the network using OpenSLP
as well.

1 Create a directory holding the installation sources as described in Section 4.2.2,
“Setting Up an NFS Installation Source Manually” (page 70).

2 Configure the HTTP server to distribute the contents of your installation directory:

a Install the Web server Apache.
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b Enter the root directory of the HTTP server (/srv/www/htdocs) and
create a subdirectory that will hold the installation sources:

mkdir instsource
Replace instsource with the product name.
¢ Create a symbolic link from the location of the installation sources to the

root directory of the Web server (/srv/www/htdocs):

In -s /path_instsource /srv/www/htdocs/instsource

d Modity the configuration file of the HTTP server (/etc/apache2/
default-server.conf)tomake it follow symbolic links. Replace the
following line:

Options None

with

Options Indexes FollowSymLinks

e Reload the HTTP server configuration using rcapache2 reload.

3 Announce the installation source via OpenSLP, if this is supported by your net-
work setup:

a Create a configuration file called install.suse.http.reg under
/etc/slp/reg.d/ that contains the following lines:
# Register the HTTP Installation Server

service:install.suse:http://SHOSTNAME/srv/www/htdocs/instsource/CD1l/,en, 65535
description=HTTP Installation Source

Replace path_to_instsource with the actual path to the installation
source on your server. The service: line should be entered as one con-
tinuous line.

b Save this configuration file and start the OpenSLP daemon using rcslpd
restart.
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4.2.5 Managing an SMB Installation Source

Using SMB, you can import the installation sources from a Microsoft Windows server
and start your Linux deployment even with no Linux machine around.

To set up an exported Windows Share holding your SUSE Linux Enterprise installation
sources, proceed as follows:

1 Log in to your Windows machine.

2 Start Explorer and create a new folder that will hold the entire installation tree
and name it INSTALL, for example.

3 Export this share according the procedure outlined in your Windows documenta-
tion.

4 Enter this share and create a subfolder, called product. Replace product
with the actual product name.

5 Copy the contents of all SUSE Linux Enterprise CDs or DVDs to the INSTALL/
product directory.

To use a SMB mounted share as installation source, proceed as follows:
1 Boot the installation target.
2 Select Installation.
3 Press[r3]and [F4] for a selection of installation sources.

4 Choose SMB and enter the Windows machine's name or IP address, the share
name (INSTALL, in this example), username, and password.

After you hit [Enter], YaST starts and you can perform the installation.
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4.3 Preparing the Boot of the Target
System

This section covers the configuration tasks needed in complex boot scenarios. It contains
ready-to-apply configuration examples for DHCP, PXE boot, TFTP, and Wake on
LAN.

4.3.1 Setting Up a DHCP Server

There are two ways to set up a DHCP server. For SUSE Linux Enterprise Server 9 and
higher, YaST provides a graphical interface to the process. Users of any other SUSE
Linux-based products and non-SUSE Linux users should manually edit the configuration
files or use the front-end provided by their operating system vendors.

IMPORTANT

The following sections just cover the configuration changes needed to make
your DHCP server ready for PXE boot. For more information about the configu-
ration of DHCP, turn to the manuals of your operating system vendor.

Setting Up a DHCP Server with YaST

To announce the TETP server's location to the network clients and specify the boot
image file the installation target should use, add two declarations to your DHCP server
configuration.

1 Login as root to the machine hosting the DHCP server.

2 Start YaST — Network Services -~ DHCP Server.

3 Complete the setup wizard for basic DHCP server setup.

4 Select Expert Settings and select Yes when warned about leaving the start-up di-
alog.
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5 Inthe Configured Declarations dialog, select the subnet in which the new system
should be located and click Edit.

6 Inthe Subnet Configuration dialog select Add to add a new option to the subnet's
configuration.

7 Select filename and enter pxelinux. 0 as the value.

8 Add another option (next-server) and set its value to the address of the TFTP
Server.

9 Select OK and Finish to complete the DHCP server configuration.

To configure DHCP to provide a static IP address to a specific host, enter the Expert
Settings of the DHCP server configuration module (Step 4 (page 77)) and add a new
declaration of the host type. Add the options hardware and fixed-address to
this host declaration and provide the appropriate values.

Setting Up a DHCP Server Manually

All the DHCP server needs to do, apart from providing automatic address allocation to
your network clients, is to announce the IP address of the TFTP server and the file that
should be pulled in by the installation routines on the target machine.

1 Login as root to the machine hosting the DHCP server.

2 Append the following lines to your DHCP server's configuration file located
under /etc/dhcpd. conf:

group {
# PXE related stuff
#
# "next server" defines the tftp server that will be used
next server ip tftp server:
#
# "filename" specifies the pxelinux image on the tftp server
# the server runs in chroot under /srv/tftpboot
filename "pxelinux.O0";

}

Replace ip_of_the_tftp_server with the actual IP address of the TETP
server. For more information about the options available in dhcpd . conf, refer
to the dhcpd. conf manual page.
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3 Restart the DHCP server by executing rcdhcpd restart.

If you plan on using SSH for the remote control of a PXE and Wake on LAN installation,
explicitly specify the IP address DHCP should provide to the installation target. To
achieve this, modify the above-mentioned DHCP configuration according to the follow-
ing example:
group {

# PXE related stuff

#

# "next server" defines the tftp server that will be used

next server ip tftp server:

#

# "filename" specifies the pxelinux image on the tftp server

# the server runs in chroot under /srv/tftpboot

filename "pxelinux.0";

host test { hardware ethernet mac address;

fixed-address some_ip_address; }

}

The host statement introduces the hostname of the installation target. To bind the
hostname and IP address to a specific host, you must know and specify the system's
hardware (MAC) address. Replace all the variables used in this example with the actual
values that match your environment.

After restarting the DHCP server, it provides a static IP to the host specified, enabling
you to connect to the system via SSH.

4.3.2 Setting Up a TFTP Server

Set up a TFTP server with YaST on SUSE Linux Enterprise Server and SUSE Linux

or set it up manually on any other Linux operating system that supports xinetd and tftp.
The TETP server delivers the boot image to the target system once it boots and sends
a request for it.

Setting Up a TFTP Server Using YaST

1 Loginas root.

2 Start YaST — Network Services — TFTP Server and install the requested package.
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3 Click Enable to make sure that the server is started and included in the boot
routines. No further action from your side is required to secure this. xinetd starts
tftpd at boot time.

4 Click Open Port in Firewall to open the appropriate port in the firewall running
on your machine. If there is no firewall running on your server, this option is not
available.

5 Click Browse to browse for the boot image directory. The default directory
/tftpboot is created and selected automatically.

6 Click Finish to apply your settings and start the server.

Setting Up a TFTP Server Manually
1 Login as root and install the packages t ftp and xinetd.

2 If unavailable, create /srv/tftpboot and /srv/tftpboot/pxelinux
. cfg directories.

3 Add the appropriate files needed for the boot image as described in Section 4.3.3,
“Using PXE Boot” (page 81).

4 Modify the configuration of xinetd located under /etc/xinetd.d/ to make
sure that the TFTP server is started on boot:

a Ifit does not exist, create a file called t £ tp under this directory with t ouch
tftp. Then run chmod 755 tftp.
b Open the file t ftp and add the following lines:

service tftp

{

socket_type dgram
protocol udp
wait yes
user root

server /usr/sbin/in.tftpd
-s /tftpboot

no

server_args
disable
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¢ Save the file and restart xinetd with rcxinetd restart.

4.3.3 Using PXE Boot

Some technical background information as well as PXE's complete specifications are
available in the Preboot Execution Environment (PXE) Specification (ftp://
download.intel.com/labs/manage/wfm/download/pxespec.pdf).

1 Change to the directory of your installation repository and copy the 1inux,
initrd, message, and memtest filesto the /srv/tftpboot directory
by entering the following:

cp —a boot/loader/linux boot/loader/initrd
boot/loader/message boot/loader/memtest /srv/tftpboot

2 Install the syslinux package directly from your installation CDs or DVDs
with YaST.

3 Copy the /usr/share/syslinux/pxelinux.0 fileto the /srv/
tftpboot directory by entering the following:

cp —-a /usr/share/syslinux/pxelinux.0 /srv/tftpboot

4 Change to the directory of your installation repository and copy the i solinux
.cfgfileto /srv/tftpboot/pxelinux.cfg/default by entering the
following;:

cp -a boot/loader/isolinux.cfg /srv/tftpboot/pxelinux.cfg/default

5 Editthe /srv/tftpboot/pxelinux.cfg/default file and remove the
lines beginning with gfxboot, readinfo, and framebuffer.

6 Insert the following entries in the append lines of the default failsafe and
apic labels:

insmod=kernel module
By means of this entry, enter the network kernel module needed to support
network installation on the PXE client. Replace kernel module with the
appropriate module name for your network device.
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netdevice=interface
This entry defines the client's network interface that must be used for the
network installation. It is only necessary if the client is equipped with several
network cards and must be adapted accordingly. In case of a single network
card, this entry can be omitted.

install=nfs://ip instserver/path_instsource/CD1l
This entry defines the NFS server and the installation source for the client
installation. Replace ip_ instserver with the actual IP address of your
installation server. path_instsource should be replaced with the actual
path to the installation sources. HTTP, FTP, or SMB sources are addressed
in a similar manner, except for the protocol prefix, which should read ht tp,
ftp, or smb.

IMPORTANT

If you need to pass other boot options to the installation routines,
such as SSH or VNC boot parameters, append them to the install
entry. An overview of parameters and some examples are given in
Section 4.4, “Booting the Target System for Installation” (page 87).

An example /srv/tftpboot/pxelinux.cfg/default file follows.
Adjust the protocol prefix for the installation source to match your network setup
and specify your preferred method of connecting to the installer by adding the
vnc and vncpassword or the ssh and sshpassword options to the
install entry. The lines separated by \ must be entered as one continuous
line without a line break and without the \.

default linux

# default
label linux
kernel linux
append initrd=initrd ramdisk_size=65536 insmod=el00 \
install=nfs://ip_instserver/path_instsource/product

# failsafe

label failsafe
kernel linux
append initrd=initrd ramdisk_size=65536 ide=nodma apm=off acpi=off \
insmod=el100 install=nfs://ip_instserver/path_instsource/product

# apic
label apic
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kernel linux
append initrd=initrd ramdisk_size=65536 apic insmod=el00 \
install=nfs://ip_instserver/path_instsource/product

# manual
label manual
kernel linux
append initrd=initrd ramdisk_size=65536 manual=1

# rescue
label rescue
kernel linux
append initrd=initrd ramdisk_size=65536 rescue=1

# memory test
label memtest
kernel memtest

# hard disk
label harddisk
kernel
linux append SLX=0x202

implicit 0
display message
prompt 1
timeout 100

Replace ip_instserver and path_instsource with the values used in
your setup.

The following section serves as a short reference to the PXELINUX options used
in this setup. Find more information about the options available in the documen-
tation of the sys1inux package located under /usr/share/doc/
packages/syslinux/.

4.3.4 PXELINUX Configuration Options

The options listed here are a subset of all the options available for the PXELINUX
configuration file.

DEFAULT kernel options...
Sets the default kernel command line. If PXELINUX boots automatically, it acts
as if the entries after DEFAULT had been typed in at the boot prompt, except the
auto option is automatically added, indicating an automatic boot.

Remote Installation

83



84

If no configuration file is present or no DEFAULT entry is present in the configu-
ration file, the default is the kernel name “linux” with no options.

APPEND options...
Add one or more options to the kernel command line. These are added for both
automatic and manual boots. The options are added at the very beginning of the
kernel command line, usually permitting explicitly entered kernel options to override
them.

LABEL label KERNEL image APPEND options...
Indicates that if Iabe1 is entered as the kernel to boot, PXELINUX should instead
boot image and the specified APPEND options should be used instead of the ones
specified in the global section of the file (before the first LABEL command). The
default for image is the same as 1abel and, if no APPEND is given, the default
is to use the global entry (if any). Up to 128 LABEL entries are permitted.

Note that GRUB uses the following syntax:

title mytitle
kernel my_kernel my_kernel_options
initrd myinitrd

PXELINUX uses the following syntax:

label mylabel
kernel mykernel
append myoptions

Labels are mangled as if they were filenames and they must be unique after man-
gling. For example, the two labels “v2.1.30” and “v2.1.31” would not be distin-
guishable under PXELINUX because both mangle to the same DOS filename.

The kernel does not have to be a Linux kernel; it can be a boot sector or a COM-
BOOT file.

APPEND -
Append nothing. APPEND with a single hyphen as argument in a LABEL section
can be used to override a global APPEND.

LOCALBOOT type
On PXELINUX, specifying LOCALBOOT 0 instead of a KERNEL option means
invoking this particular label and causes a local disk boot instead of a kernel boot.
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Argument Description

0 Perform a normal boot

4 Perform a local boot with the Universal
Network Driver Interface (UNDI) driver still
resident in memory

5 Perform a local boot with the entire PXE
stack, including the UNDI driver, still resi-
dent in memory

All other values are undefined. If you do not know what the UNDI or PXE stacks
are, specify 0.

TIMEOUT time-out
Indicates how long to wait at the boot prompt until booting automatically, in units
of 1/10 second. The time-out is canceled as soon as the user types anything on the
keyboard, assuming the user will complete the command begun. A time-out of zero
disables the time-out completely (this is also the default). The maximum possible
time-out value is 35996 (just less than one hour).

PROMPT flag val
If flag_val is 0, displays the boot prompt only if or [Alt] is pressed or [Caps
Lock] or is set (this is the default). If f1ag_val is 1, always displays the
boot prompt.
F2 filename
Fl filename
..etc...

F9 filename
Fl0filename

Displays the indicated file on the screen when a function key is pressed at the boot
prompt. This can be used to implement preboot online help (presumably for the
kernel command line options). For backward compatibility with earlier releases,
can be also entered as [Fo]. Note that there is currently no way to bind filenames

to and [F12].
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4.3.5 Preparing the Target System for PXE
Boot

Prepare the system's BIOS for PXE boot by including the PXE option in the BIOS boot
order.

WARNING: BIOS Boot Order

Do not place the PXE option ahead of the hard disk boot option in the BIOS.
Otherwise this system would try to reinstall itself every time you boot it.

4.3.6 Preparing the Target System for Wake
on LAN

Wake on LAN (WOL) requires the appropriate BIOS option to be enabled prior to the
installation. Also, note down the MAC address of the target system. This data is needed
to initiate Wake on LAN.

4.3.7 Wake on LAN

Wake on LAN allows a machine to be turned on by a special network packet containing
the machine's MAC address. Because every machine in the world has a unique MAC
identifier, you do not need to worry about accidentally turning on the wrong machine.

IMPORTANT: Wake on LAN across Different Network Segments

If the controlling machine is not located in the same network segment as the
installation target that should be awakened, either configure the WOL requests
to be sent as multicasts or remotely control a machine on that network segment
to act as the sender of these requests.

Users of SUSE Linux Enterprise Server 9 and higher can use a YaST module called
WOL to easily configure Wake on LAN. Users of other versions of SUSE Linux-based
operating systems can use a command line tool.
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4.3.8 Wake on LAN with YaST

1 Loginas root.
2 Start YaST — Network Services -~ WOL.
3 Click Add and enter the hostname and MAC address of the target system.

4 To turn on this machine, select the appropriate entry and click Wake up.

4.3.9 Manual Wake on LAN

1 Loginas root.
2 Start YaST — Software Management and install the package netdiag.

3 Open a terminal and enter the following command as root to wake the target:

ether-wake mac_of_target

Replace mac_of_target with the actual MAC address of the target.

4.4 Booting the Target System for
Installation

Basically, there are two different ways to customize the boot process for installation
apart from those mentioned under Section 4.3.7, “Wake on LAN” (page 86) and Sec-
tion 4.3.3, “Using PXE Boot” (page 81). You can either use the default boot options
and function keys or use the boot options prompt of the installation boot screen to pass
any boot options that the installation kernel might need on this particular hardware.

4.4.1 Using the Default Boot Options

The boot options are described in detail in Chapter 3, Installation with YaST (page 33).
Generally, just selecting /nstallation starts the installation boot process.
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If problems occur, use Installation—ACPI Disabled or Installation—Safe Settings. For
more information about troubleshooting the installation process, refer to Section 45.2,
“Installation Problems” (page 778).

4.4.2 Using the F Keys

The menu bar at the bottom screen offers some advanced functionality needed in some
setups. Using the F keys, you can specify additional options to pass to the installation
routines without having to know the detailed syntax of these parameters (see Sec-
tion 4.4.3, “Using Custom Boot Options” (page 89)).

See the table below for a complete set of the options available. To access the complete
set of F keys available, first press [F3].

Table 4.1 F Keys During Installation

Key Purpose Available Options Default Value
Provide help None None
Select the installation All supported languages  English
language
Change screen resolu- + Text mode * Default value
tion for installation depends on your

* VESA graphics hard-

) ware
* resolution #1

« resolution #2

Select the installation + CD-ROM or DVD CD-ROM or DVD
source
« SLP

+ FTP
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Key Purpose Available Options Default Value

« HTTP
+ NES
+ SMB
» Hard Disk
Apply driver update disk Driver None

4.4.3 Using Custom Boot Options

Using the appropriate set of boot options helps facilitate your installation procedure.
Many parameters can also be configured later using the linuxrc routines, but using the
boot options is easier. In some automated setups, the boot options can be provided with
initrdoran info file.

The following table lists all installation scenarios mentioned in this chapter with the
required parameters for booting and the corresponding boot options. Just append all of
them in the order they appear in this table to get one boot option string that is handed
to the installation routines. For example (all in one line):

install=... netdevice=... hostip=...netmask=... vnc=... vncpassword=...
Replace all the values (...) in this string with the values appropriate for your setup.

Table 4.2 Installation (Boot) Scenarios Used in This Chapter

Installation Scenario Parameters Needed Boot Options
for Booting

Chapter 3, Installation ~ None: system boots au- None needed
with YaST (page 33) tomatically
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Installation Scenario

Parameters Needed
for Booting

Boot Options

Section 4.1.1, “Simple
Remote Installation via
VNC—Static Network
Configuration” (page 60)

Section 4.1.2, “Simple
Remote Installation via
VNC—Dynamic Net-
work Configuration”

(page 61)

Section 4.1.3, “Remote
Installation via
VNC—PXE Boot and
Wake on LAN”

(page 63)

Section 4.1.4, “Simple
Remote Installation via
SSH—Static Network
Configuration” (page 64)
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Location of the in-
stallation server
Network device
IP address
Netmask

Gateway

VNC enablement
VNC password

Location of the in-
stallation server
VNC enablement
VNC password

Location of the in-
stallation server
Location of the
TFTP server
VNC enablement
VNC password

Location of the in-
stallation server
Network device
IP address

install=(nfs, http,
ftp,smb) ://path_to
_lnstmedia
netdevice=some
_netdevice (only need-
ed if several network de-
vices are available)
hostip=some_ip
netmask=some
__netmask
gateway=ip_gateway
vnc=1
vncpassword=some
_password

install=(nfs, http,
ftp,smb)://path_to
__Instmedia

vnc=1
vncpassword=some
_password

Not applicable; process man-
aged through PXE and DHCP

* install=(nfs, http,

ftp, smb) ://path_to
_linstmedia



Installation Scenario

Parameters Needed

for Booting

Boot Options

Section 4.1.5, “Simple .
Remote Installation via

SSH—Dynamic Network ¢
Configuration” (page 65)  *

Section 4.1.6, “Remote .
Installation via
SSH—PXE Boot and .
Wake on LAN”
(page 67) .

Netmask
Gateway

SSH enablement
SSH password

Location of the in-
stallation server
SSH enablement
SSH password

Location of the in-
stallation server
Location of the
TFTP server

SSH enablement
SSH password

netdevice=some
_netdevice (only need-
ed if several network de-
vices are available)
hostip=some_ip
netmask=some
_netmask
gateway=ip gateway
usessh=1
sshpassword=some
_password

install=(nfs, http,
ftp,smb) ://path_to
_lnstmedia
usessh=1
sshpassword=some
_password

Not applicable; process man-
aged through PXE and DHCP

TIP: More Information about linuxrc Boot Options

Find more information about the linuxrc boot options used for booting a Linux
system in /usr/share/doc/packages/linuxrc/linuxrc.html.
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4.5 Monitoring the Installation
Process

There are several options for remotely monitoring the installation process. If the proper
boot options have been specified while booting for installation, either VNC or SSH can
be used to control the installation and system configuration from a remote workstation.

4.5.1 VNC Installation

Using any VNC viewer software, you can remotely control the installation of SUSE
Linux Enterprise from virtually any operating system. This section introduces the setup
using a VNC viewer application or a Web browser.

Preparing for VNC Installation

All you need to do on the installation target to prepare for a VNC installation is to
provide the appropriate boot options at the initial boot for installation (see Section 4.4.3,
“Using Custom Boot Options” (page 89)). The target system boots into a text-based
environment and waits for a VNC client to connect to the installation program.

The installation program announces the IP address and display number needed to connect
for installation. If you have physical access to the target system, this information is
provided right after the system booted for installation. Enter this data when your VNC
client software prompts for it and provide your VNC password.

Because the installation target announces itself via OpenSLP, you can retrieve the address
information of the installation target via an SLP browser without the need for any
physical contact to the installation itself provided your network setup and all machines
support OpenSLP:

1 Start the KDE file and Web browser Konqueror.

2 Enter service://yast.installation. suse in the location bar. The
target system then appears as an icon in the Konqueror screen. Clicking this icon
launches the KDE VNC viewer in which to perform the installation. Alternatively,
run your VNC viewer software with the IP address provided and add : 1 at the
end of the IP address for the display the installation is running on.
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Connecting to the Installation Program

Basically, there are two ways to connect to a VNC server (the installation target in this
case). You can either start an independent VNC viewer application on any operating
system or connect using a Java-enabled Web browser.

Using VNC, you can control the installation of a Linux system from any other operating
system, including other Linux flavors, Windows, or Mac OS.

On a Linux machine, make sure that the package t i ght vnc is installed. On a Windows
machine, install the Windows port of this application, which can be obtained at the
TightVNC home page (http://www.tightvnc.com/download.html).

To connect to the installation program running on the target machine, proceed as
follows:

1 Start the VNC viewer.

2 Enter the IP address and display number of the installation target as provided by
the SLP browser or the installation program itself:

ip_address:display_number

A window opens on your desktop displaying the YaST screens as in a normal
local installation.

Using a Web browser to connect to the installation program makes you totally indepen-
dent of any VINC software or the underlying operating system. As long as the browser
application has Java support enabled, you can use any browser (Firefox, Internet Ex-
plorer, Konqueror, Opera, etc.) to perform the installation of your Linux system.

To perform a VNC installation, proceed as follows:

1 Launch your preferred Web browser.

2 Enter the following at the address prompt:

http://ip_address_of target:5801

3 Enter your VNC password when prompted to do so. The browser window now
displays the YaST screens as in a normal local installation.
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4.5.2 SSH Installation

Using SSH, you can remotely control the installation of your Linux machine using any
SSH client software.

Preparing for SSH Installation

Apart from installing the appropriate software package (OpenSSH for Linux and PuTTY
for Windows), you just need to pass the appropriate boot options to enable SSH for
installation. See Section 4.4.3, “Using Custom Boot Options” (page 89) for details.
OpenSSH is installed by default on any SUSE Linux—based operating system.

Connecting to the Installation Program

1 Retrieve the installation target's IP address. If you have physical access to the
target machine, just take the IP address the installation routine provides at the
console after the initial boot. Otherwise take the IP address that has been assigned
to this particular host in the DHCP server configuration.

2 Atacommand line, enter the following command:

ssh -X root@ip_address_of_target

Replace ip_address_of._target with the actual IP address of the installation
target.

3 When prompted for a username, enter root.

4 When prompted for the password, enter the password that has been set with the
SSH boot option. After you have successfully authenticated, a command line
prompt for the installation target appears.

5 Enter yast to launch the installation program. A window opens showing the
normal YaST screens as described in Chapter 3, Installation with YaST (page 33).
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Automated Installation

AutoYaST allows you to install SUSE® Linux Enterprise on a large number of machines
in parallel. The AutoYaST technology offers great flexibility to adjust deployments to
heterogeneous hardware. This chapter tells you how to prepare a simple automated in-
stallation and lay out an advanced scenario involving different hardware types and in-
stallation purposes.

5.1 Simple Mass Installation

IMPORTANT: Identical Hardware

This scenario assumes you are rolling out SUSE Linux Enterprise to a set of
machines with exactly the same hardware configuration.

To prepare for an AutoYaST mass installation, proceed as follows:

1 Create an AutoYaST profile that contains the installation details needed for your
deployment as described in Section 5.1.1, “Creating an AutoYaST Profile”

(page 96).

2 Determine the source of the AutoYaST profile and the parameter to pass to the
installation routines as described in Section 5.1.2, “Distributing the Profile and
Determining the autoyast Parameter” (page 98).

3 Determine the source of the SUSE Linux Enterprise installation data as described
in Section 5.1.3, “Providing the Installation Data” (page 100).
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4 Determine and set up the boot scenario for autoinstallation as described in Sec-
tion 5.1.4, “Setting Up the Boot Scenario” (page 101).

5 Pass the command line to the installation routines by adding the parameters
manually or by creating an info file as described in Section 5.1.5, “Creating
the info File” (page 103).

6 Start the autoinstallation process as described in Section 5.1.6, “Initiating and
Monitoring the Autoinstallation” (page 106).

5.1.1 Creating an AutoYaST Profile

An AutoYaST profile tells AutoYaST what to install and how to configure the installed
system to get a completely ready-to-use system in the end. It can be created in several
different ways:

+ Clone a fresh installation from a reference machine to a set of identical machines
+ Use the AutoYaST GUI to create and modify a profile to meet your requirements
+ Use an XML editor and create a profile from scratch

To clone a fresh reference installation, proceed as follows:

1 Perform a normal installation.

2 After you complete the hardware configuration and read the release notes, check
Create Profile For AutoYaST, if it is not yet checked by default. This creates a
ready-to-use profile as /root/autoyast .xml that can be used to create
clones of this particular installation.

To use the AutoYaST GUI to create a profile from an existing system configuration
and modify it to your needs, proceed as follows:

1 Asroot, start YaST.

2 Select Miscellaneous — Autoinstallation to start the graphical AutoYaST front-
end.
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3 Select Tools — Create Reference Control File to prepare AutoYaST to mirror
the current system configuration into an AutoYaST profile.

4 As well as the default resources, like boot loader, partitioning, and software se-
lection, you can add various other aspects of your system to the profile by
checking the items in the list in Create a Reference Control File.

5 Click Create to have YaST gather all the system information and write it to a
new profile.

6 To proceed, choose one of the following:

« If'the profile is complete and matches your requirements, select File - Save
as and enter a filename for the profile, such as autoyast .xml.

* Modify the reference profile by selecting the appropriate configuration aspects
(such as “Hardware/Printer”) from the tree view to the left and clicking
Configure. The respective YaST module starts but your settings are written
to the AutoYaST profile instead of applied to your system. When done, select
File — Save as and enter a suitable name for the profile.

7 Leave the AutoYaST module with File — Exit.
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Figure 5.1 Editing an AutoYaST Profile with the AutoYaST Front-End

Software
Hardware
E: Available modules
Network Devices
Network Services

Novell AppArmor 4
Security and Users
Miscellaneous Configure the boot loader
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Ceonfigure General Auteinstallation Options

Canfigure power management

Configure Reperting and Logging Options

Restore files from a backup archive

Cenfigure runlevels

Change setfings in /etc/sysconfig configuration files -

Help

5.1.2 Distributing the Profile and
Determining the autoyast Parameter

The AutoYaST profile can be distributed in several different ways. Depending on the
protocol used to distribute the profile data, different AutoYaST parameters are used to
make the profile location known to the installation routines on the client. The location
of the profile is passed to the installation routines by means of the boot prompt or an
info file that is loaded upon boot. The following options are available:

ProfileLLo- Parameter Description

cation

File autoyast=file:// Makes the installation routines look for
path the control file in specified path (relative

to source root directory—file:///
autoyast.xml if in the top directory
of a CD-ROM).
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Profile Lo- Parameter Description

cation
Device autoyast=device:// Makes the installation routines look for
path the control file on a storage device. Only
the device name is needed—/dev/sdal
is wrong, use sdal instead.
Floppy autoyast=floppy:// Makes the installation routines look for
path the control file on a floppy in the floppy
drive. This option is especially useful, if
you want to boot from CD-ROM.
NES autoyast=nfs:// Has the installation routines retrieve the
server/path control file from an NFS server.
HTTP autoyast=http:// Has the installation routines retrieve the
server/path control file from an HTTP server.
HTTPS autoyast=https://  Has the installation routines retrieve the
server/path control file from an HTTPS server.
TFTP autoyast=tftp:// Has the installation routines retrieve the
server/path control file from a TFTP server.
FTP autoyast=ftp:// Has the installation routines retrieve the
server/path control file from an FTP server.

Replace the server and path placeholders with values matching your actual setup.

AutoYaST includes a feature that allows binding certain profiles to the client's MAC
address. Without having to alter the aut oyast= parameter, you can have the same
setup install several different instances using different profiles.

To use this, proceed as follows:

1 Create separate profiles with the MAC address of the client as the filename and
put them on the HTTP server that holds your AutoYaST profiles.
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2 Omit the exact path including the filename when creating the autoyast= pa-
rameter, for example:

autoyast=http://192.0.2.91/

3 Start the autoinstallation.

YaST tries to determine the location of the profile in the following way:

1. YaST searches for the profile using its own IP address in uppercase hexadecimal,
for example, 192.0.2.911isC000025B.

2. If'this file is not found, YaST removes one hex digit and tries again. This action
is repeated eight times until the file with the correct name is found.

3. Ifthatstill fails, it tries looking for a file with the MAC address of the clients as
the filename. The MAC address of the example client is 0080C8F6484C.

4. Ifthe MAC address—named file cannot be found, YaST searches for a file named
default (in lowercase). An example sequence of addresses where YaST
searches for the AutoYaST profile looks as follows:

C000025B
C000025
€00002

C0000

C000

co0

co

c
0080C8F6484C
default

5.1.3 Providing the Installation Data

The installation data can be provided by means of the product CDs or DVDs or using
a network installation source. If the product CDs are used as the installation source,
physical access to the client to install is needed, because the boot process needs to be
initiated manually and the CDs need to be changed.

To provide the installation sources over the network, set up a network installation
server (HTTP, NFS, FTP) as described in Section 4.2.1, “Setting Up an Installation
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Server Using YaST” (page 68). Use an info file to pass the server's location to the
installation routines.

5.1.4 Setting Up the Boot Scenario

The client can be booted in several different ways:

Network Boot
As for a normal remote installation, autoinstallation can be initiated with Wake on
LAN and PXE, the boot image and control file can be pulled in via TFTP, and the
installation sources from any network installation server.

Bootable CD-ROM
You can use the original SUSE Linux Enterprise media to boot the system for au-
toinstallation and pull in the control file from a network location or a floppy. Alter-
natively, create your own custom CD-ROM holding both the installation sources
and the AutoYaST profile.

The following sections provide a basic outline of the procedures for network boot or
boot from CD-ROM.

Preparing for Network Boot

Network booting with Wake on LAN, PXE, and TFTP is discussed in Section 4.1.3,
“Remote Installation via VNC—PXE Boot and Wake on LAN” (page 63). To make
the setup introduced there work for autoinstallation, modify the featured PXE Linux
configuration file (/srv/tftp/pxelinux.cfg/default) to contain the
autoyast parameter pointing to the location of the AutoYaST profile. An example
entry for a standard installation looks like this:

default linux
# default label linux

kernel linux append initrd=initrd ramdisk_size=65536 insmod=el00 \
install=http://192.168.0.22/install/suse-enterprise/

The same example for autoinstallation looks like this:

default linux

# default label linux
kernel linux append initrd=initrd ramdisk_size=65536 insmod=el00 \
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install=http://192.168.0.22/install/suse-enterprise/ \
autoyast=nfs://192.168.0.23/profiles/autoyast.xml

Replace the example IP addresses and paths with the data used in your setup.

Preparing to Boot from CD-ROM

There are several ways in which booting from CD-ROM can come into play in Auto-
YaST installations. Choose from the following scenarios:

Boot from SUSE Linux Enterprise Media, Get the Profile over the Network
Use this approach if a totally network-based scenario is not possible (for example,
if your hardware does not support PXE) and you have physical access to system
to install during most of the process.

You need:
+ The SUSE Linux Enterprise media

» A network server providing the profile data (see Section 5.1.2, “Distributing the
Profile and Determining the autoyast Parameter” (page 98) for details)

+ A floppy containing the inf o file that tells the installation routines where to find
the profile

or

Access to the boot prompt of the system to install where you manually enter the
autoyast= parameter

Boot and Install from SUSE Linux Enterprise Media, Get the Profile from a Floppy
Use this approach if an entirely network-based installation scenario would not
work. It requires physical access to the system to install for turning on the target
machine, or, in the second case, to enter the profile's location at the boot prompt.
In both cases, you may also need to change media depending on the scope of instal-
lation.

You need:

» The SUSE Linux Enterprise media
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+ A floppy holding both the profile and the info file
or
Access to the boot prompt of the target to enter the aut oyast= parameter

Boot and Install from Custom Media, Get the Profile from the Media
If you just need to install a limited number of software packages and the number
of targets is relatively low, creating your own custom CD holding both the installa-
tion data and the profile itself might prove a good idea, especially if no network is
available in your setup.

5.1.5 Creating the info File

The installation routines at the target need to be made aware of all the different compo-
nents of the AutoYaST framework. This is done by creating a command line containing
all the parameters needed to locate the AutoYaST components, installation sources,
and the parameters needed to control the installation process.

Do this by manually passing these parameters at the boot prompt of the installation or
by providing a file called info that is read by the installation routines (linuxrc). The
former requires physical access to any client to install, which makes this approach un-
suitable for large deployments. The latter enables you to provide the i nf o file on some
media that is prepared and inserted into the clients' drives prior to the autoinstallation.
Alternatively, use PXE boot and include the linuxrc parameters in the pxelinux
.cfg/default file as shown in Section “Preparing for Network Boot” (page 101).

The following parameters are commonly used for linuxrc. For more information, refer
to the AutoYaST package documentation under /usr/share/doc/packages/
autoyast.

IMPORTANT: Separating Parameters and Values

When passing parameters to linuxrc at the boot prompt, use = to separate
parameter and value. When using an info file, separate parameter and value
with :.
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Keyword Value

netdevice The network device to use for network setup (for
BOOTP/DHCP requests). Only needed if several network
devices are available.

hostip When empty, the client sends a BOOTP request. Otherwise
the client is configured using the specified data.

netmask Netmask.

gateway Gateway.

nameserver Name server.

autoyast Location of the the control file to use for the automatic in-

stallation, such as
autoyast=http://192.168.2.1/profiles/.

install Location of the installation source, such as
install=nfs://192.168.2.1/CDs/.

vnc If set to 1, enables VNC remote controlled installation.
vncpassword The password for VNC.
usessh If set to 1, enables SSH remote controlled installation.

If your autoinstallation scenario involves client configuration via DCHP and a network
installation source and you want to monitor the installation process using VNC, your
info would look like this:

autoyast:profile _source install:install source vnc:l vncpassword:some_password
If you prefer a static network setup at installation time, your info file would look like
the following;:

autoyast:profile_source \
install:install_source \
hostip:some_ip \
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netmask: some_netmask \
gateway:some_gateway

The \ indicate that the line breaks have only been added for the sake of readability. All
options must be entered as one continuous string.

The info data can be made available to linuxrc in various different ways:

+ As afile in the root directory of a floppy that is in the client's floppy drive at instal-
lation time.

+ As a file in the root directory of the initial RAM disk used for booting the system
provided either from custom installation media or via PXE boot.

+ As part of the AutoYaST profile. In this case, the AutoYaST file needs to be called
info to enable linuxrc to parse it. An example for this approach is given below.

linuxrc looks for a string (start_1linuxrc_conf) in the profile that represents the
beginning of the file. If it is found, it parses the content starting from that string and
finishes when the string end__1inuxrc_conf is found. The options are stored in the
profile as follows:

<install>

<init>
<info_file>
<! [CDATA[
#
# Don't remove the following line:
# start_linuxrc_conf

#
install: nfs:server/path
vnc: 1

vncpassword: test
autoyast: file:///info

# end_linuxrc_conf

# Do not remove the above comment
#

11>

</info_file>
</init>

</install>
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linuxrc loads the profile containing the boot parameters instead of the traditional info
file. The install: parameter points to the location of the installation sources. vnc
and vncpassword indicate the use of VNC for installation monitoring. The
autoyast parameter tells linuxrc to treat info as an AutoYaST profile.

5.1.6 Initiating and Monitoring the
Autoinstallation

After you have provided all the infrastructure mentioned above (profile, installation
source, and info file), you can go ahead and start the autoinstallation. Depending on
the scenario chosen for booting and monitoring the process, physical interaction with
the client may be needed:

+ If the client system boots from any kind of physical media, either product media
or custom CDs, you need to insert these into the client's drives.

+ Ifthe client is not switched on via Wake on LAN, you need to at least switch on
the client machine.

+ Ifyou have not opted for remote controlled autoinstallation, the graphical feedback
from AutoYaST is sent to the client's attached monitor or, if you use a headless
client, to a serial console.

To enable remote controlled autoinstallation, use the VNC or SSH parameters described
in Section 5.1.5, “Creating the info File” (page 103) and connect to the client from
another machine as described in Section 4.5, “Monitoring the Installation Process”

(page 92).

5.2 Rule-Based Autoinstallation

The following sections introduce the basic concept of rule-based installation using
AutoYaST and provide an example scenario that enables you to create your own custom
autoinstallation setup.
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5.2.1 Understanding Rule-Based
Autoinstallation

Rule-based AutoYaST installation allows you to cope with heterogeneous hardware
environments:

+ Does your site contain hardware of different vendors?

+ Are the machines on your site of different hardware configuration (for example,
using different devices or using different memory and disk sizes)?

» Do you intend to install across different domains and need to distinguish between
them?

What rule-based autoinstallation does is, basically, generate a custom profile to match
a heterogeneous scenario by merging several profiles into one. Each rule describes one
particular distinctive feature of your setup (such as disk size) and tells AutoYaST which
profile to use when the rule matches. Several rules describing different features of your
setup are combined in an AutoYaST rules.xml file. The rule stack is then processed
and AutoYaST generates the final profile by merging the different profiles matching
the AutoYaST rules into one. To illustrate this procedure, refer to Section 5.2.2, “Ex-
ample Scenario for Rule-Based Autoinstallation” (page 108).

Rule-based AutoYaST offers you great flexibility in planning and executing your SUSE
Linux Enterprise deployment. You can:

+ Create rules for matching any of the predefined system attributes in AutoYaST

+ Combine multiple system attributes (such as disk size and kernel architecture) into
one rule by using logical operators

+ Create custom rules by running shell scripts and passing their output to the Auto-
YaST framework. The number of custom rules is limited to five.

NOTE

For more information about rule creation and usage with AutoYaST, refer to
the package's documentation under /usr/share/doc/packages/
autoyast2/html/index.html, Chapter Rules and Classes.
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To prepare for a rule-based AutoYaST mass installation, proceed as follows:

1 Create several AutoYaST profiles that contain the installation details needed for
your heterogeneous setup as described in Section 5.1.1, “Creating an AutoYaST
Profile” (page 96).

2 Define rules to match the system attributes of your hardware setup as shown in
Section 5.2.2, “Example Scenario for Rule-Based Autoinstallation” (page 108).

3 Determine the source of the AutoYaST profile and the parameter to pass to the
installation routines as described in Section 5.1.2, “Distributing the Profile and
Determining the autoyast Parameter” (page 98).

4 Determine the source of the SUSE Linux Enterprise installation data as described
in Section 5.1.3, “Providing the Installation Data” (page 100)

5 Pass the command line to the installation routines by adding the parameters
manually or by creating an info file as described in Section 5.1.5, “Creating
the info File” (page 103).

6 Determine and set up the boot scenario for autoinstallation as described in Sec-
tion 5.1.4, “Setting Up the Boot Scenario” (page 101).

7 Start the autoinstallation process as described in Section 5.1.6, “Initiating and
Monitoring the Autoinstallation” (page 106).

5.2.2 Example Scenario for Rule-Based
Autoinstallation

To get a basic understanding of how rules are created, think of the following example,
depicted in Figure 5.2, “AutoYaST Rules” (page 110). One run of AutoYaST installs
the following setup:

A Print Server
This machine just needs a minimal installation without a desktop environment and
a limited set of software packages.
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Workstations in the Engineering Department
These machines need a desktop environment and a broad set of development soft-
ware.

Laptops in the Sales Department
These machines need a desktop environment and a limited set of specialized appli-
cations, such as office and calendaring software.

Automated Installation 109



Figure 5.2 AutoYaST Rules
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In a first step, use one of the methods outlined in Section 5.1.1, “Creating an AutoYaST
Profile” (page 96) to create profiles for each use case. In this example, you would
create print.xml, engineering.xml, and sales.xml.

In the second step, create rules to distinguish the three hardware types from one another
and to tell AutoYaST which profile to use. Use an algorithm similar to the following
to set up the rules:

1. Does the machine have an IP of 192.168.27.11? Then make it the print server.

2. Does the machine have PCMCIA hardware and feature an Intel chipset? Then
consider it an Intel laptop and install the sales department software selection.

3. Ifnone of the above is true, consider the machine a developer workstation and
install accordingly.

Roughly sketched, this translates into a rules . xml file with the following content:

<?xml version="1.0"?>
<!DOCTYPE autoinstall SYSTEM "/usr/share/autoinstall/dtd/rules.dtd">
<autoinstall xmlns="http://www.suse.com/1.0/yast2ns"
xmlns:config="http://www.suse.com/1.0/configns">
<rules config:type="1list">
<rule>
<hostaddress>
<match>192.168.27.11</match>
<match_type>exact</match_type>
</hostaddress>
<result>
<profile>print.xml</profile>
<continue config:type="boolean">false</continue>
</result>
</rule>
<rule>
<haspcmcia>
<match>1</match>
<match_type>exact</match_type>
</haspcmcia>
<customl>
<script>
if grep -i intel /proc/cpuinfo > /dev/null; then
echo -n "intel"

else
echo -n "non_intel"
fi;
</script>
<match>*</match>
<match_type>exact</match_type>
</customl>

Automated Installation

111



112

<result>
<profile>sales.xml</profile>
<continue config:type="boolean">false</continue>
</result>
<operator>and</operator>
</rule>
<rule>
<haspcmcia>
<match>0</match>
<match_type>exact</match_type>
</haspcmcia>
<result>
<profile>engineering.xml</profile>
<continue config:type="boolean">false</continue>
</result>
</rule>
</rules>
</autoinstall>

When distributing the rules file, make sure that the rules directory resides under the
profiles directory specified in the autoyast=protocol:
serverip/profiles/ URL. AutoYaST looks for a rules subdirectory containing
a file named rules . xml first then loads and merges the profiles specified in the rules
file.

The rest of the autoinstallation procedure is carried out as usual.

5.3 For More Information

For in-depth information about the AutoYaST technology, refer to the documentation
installed along with the software. It is located under /usr/share/doc/packages/
autoyast2. The most recent edition of this documentation can be foundat http://
www.suse.de/~ug/autoyast_doc/index.html.
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Advanced Disk Setup

Sophisticated system configurations require particular disk setups. To get persistent
device naming with SCSI devices, use a specific start-up script or udev. Logical Volume
Management (LVM) is a disk partitioning scheme that is designed to be much more
flexible than the physical partitioning used in standard setups. Its snapshot functionality
enables you to create data backups easily. Redundant Array of Independent Disks
(RAID) offers increased data integrity, performance, and fault tolerance.

6.1 LVM Configuration

This section briefly describes the principles behind LVM and its basic features that
make it useful under many circumstances. In Section 6.1.2, “LVM Configuration with
YaST” (page 115), learn how to set up LVM with YaST.

WARNING

Using LVM might be associated with increased risk, such as data loss. Risks also
include application crashes, power failures, and faulty commands. Save your
data before implementing LVM or reconfiguring volumes. Never work without
a backup.

6.1.1 The Logical Volume Manager

The Logical Volume Manager (LVM) enables flexible distribution of hard disk space
over several file systems. It was developed because sometimes the need to change the
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segmentation of hard disk space arises only after the initial partitioning during installation
has already been done. Because it is difficult to modify partitions on a running system,
LVM provides a virtual pool (volume group, VG for short) of memory space from
which logical volumes (LVs) can be created as needed. The operating system accesses
these LVs instead of the physical partitions. Volume groups can span more than only
one disk so that several disks or parts of them may constitute one single VG. This way,
LVM provides a kind of abstraction from the physical disk space that allows its segmen-
tation to be changed in a much easier and safer way than physical repartitioning does.
Background information regarding physical partitioning can be found in Section “Par-
tition Types” (page 40) and Section 7.5.6, “Partitioner” (page 150).

Figure 6.1 Physical Partitioning versus LVM
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Figure 6.1, “Physical Partitioning versus LVM” (page 114) compares physical partitioning
(left) with LVM segmentation (right). On the left side, one single disk has been divided
into three physical partitions (PART), each with a mount point (MP) assigned so that
the operating system can access them. On the right side, two disks have been divided
into two and three physical partitions each. Two LVM volume groups (VG 1 and VG 2)
have been defined. VG 1 contains two partitions from DISK 1 and one from DISK 2.
VG 2 contains the remaining two partitions from DISK 2. In LVM, the physical disk
partitions that are incorporated in a volume group are called physical volumes (PVs).
Within the volume groups, four logical volumes (LV 1 through LV 4) have been defined,
which can be used by the operating system via the associated mount points. The border
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between different logical volumes need not be aligned with any partition border. See
the border between LV 1 and LV 2 in this example.

LVM features:
+ Several hard disks or partitions can be combined in a large logical volume.

+ Provided the configuration is suitable, an LV (such as /usr) can be enlarged when
the free space is exhausted.

» Using LVM, it is possible to add hard disks or LVs in a running system. However,
this requires hot-swappable hardware that is capable of such actions.

+ Itispossible to activate a "striping mode" that distributes the data stream of a logical
volume over several physical volumes. If these physical volumes reside on different
disks, this can improve the reading and writing performance just like RAID 0.

» The snapshot feature enables consistent backups (especially for servers) in the
running system.

With these features, using LVM already makes sense for heavily used home PCs or
small servers. If you have a growing data stock, as in the case of databases, music
archives, or user directories, LVM is just the right thing for you. This would allow file
systems that are larger than the physical hard disk. Another advantage of LVM is that
up to 256 LVs can be added. However, keep in mind that working with LVM is different
from working with conventional partitions. Instructions and further information about
configuring LVM is available in the official LVM HOWTO at http://t1ldp.org/
HOWTO/LVM-HOWTO/.

Starting from kernel version 2.6, LVM version 2 is available, which is downward-
compatible with the previous LVM and enables the continued management of old volume
groups. When creating new volume groups, decide whether to use the new format or
the downward-compatible version. LVM 2 does not require any kernel patches. It makes
use of the device mapper integrated in kernel 2.6. This kernel only supports LVM ver-
sion 2. Therefore, when talking about LVM, this section always refers to LVM version 2.

6.1.2 LVM Configuration with YaST

The YaST LVM configuration can be reached from the YaST Expert Partitioner (see
Section 7.5.6, “Partitioner” (page 150)). This partitioning tool enables you to edit and
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delete existing partitions and create new ones that should be used with LVM. There,
create an LVM partition by first clicking Create -~ Do not format then selecting 0xSE
Linux LVM as the partition identifier. After creating all the partitions to use with LVM,
click LVM to start the LVM configuration.

Creating Volume Groups

If no volume group exists on your system yet, you are prompted to add one (see Fig-
ure 6.2, “Creating a Volume Group” (page 116)). It is possible to create additional groups
with Add group, but usually one single volume group is sufficient. sy stem is suggested
as a name for the volume group in which the SUSE® Linux Enterprise system files are
located. The physical extent size defines the size of a physical block in the volume
group. All the disk space in a volume group is handled in chunks of this size. This value
is normally set to 4 MB and allows for a maximum size of 256 GB for physical and
logical volumes. The physical extent size should only be increased, for example, to 8,
16, or 32 MB, if you need logical volumes larger than 256 GB.

Figure 6.2 Creating a Volume Group

Create a Volume Group

Mow we have to create a volurme group.
Typically you don't have to change anything,
but if you are an expert, feel free to change
our defaults:

Volume Group Name:
system
Physical Extent Size
aMm
Use Old LVM1 Compatible Metadata Format

Cancel

Configuring Physical Volumes

Once a volume group has been created, the following dialog lists all partitions with either
the “Linux LVM” or “Linux native” type. No swap or DOS partitions are shown. If a
partition is already assigned to a volume group, the name of the volume group is shown
in the list. Unassigned partitions are indicated with “--”.
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If there are several volume groups, set the current volume group in the selection box
to the upper left. The buttons in the upper right enable creation of additional volume
groups and deletion of existing volume groups. Only volume groups that do not have
any partitions assigned can be deleted. All partitions that are assigned to a volume group
are also referred to as a physical volumes (PV).

Figure 6.3 Physical Volume Setup

Add partitions (callzd Logical Volume Manager: Physical Volume Setup
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The velume group farms Volume Group e e ErET]
the storage pool from size: [ 247 GE
which your logical system - Add group
volumes, like virtual
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Under normal Device | Size | Type | Volume Group
el m T /devindad  24.7 GB Linux LVI system
no need to have more
than one volume group.
If you need more than
ane volume group for
special reasons, create
them here. Each volume
aroup must have atleast
one partition that
belongs to that volume
aroup.
Each physical volume
belongs to exactly one
volume group. Assign all
partitions to use vith
Linux LVM to volume
aroups.
Additionally, itis possible
10 remove volume
aroups when they da not
contain any logical
volumes.
Add Volume Remove Volume
Back Abort Next

To add a previously unassigned partition to the selected volume group, first click the
partition then Add Volume. At this point, the name of the volume group is entered next
to the selected partition. Assign all partitions reserved for LVM to a volume group.
Otherwise, the space on the partition remains unused. Before exiting the dialog, every
volume group must be assigned at least one physical volume. After assigning all phys-
ical volumes, click Next to proceed to the configuration of logical volumes.

Configuring Logical Volumes

After the volume group has been filled with physical volumes, define the logical volumes
the operating system should use in the next dialog. Set the current volume group in a
selection box to the upper left. Next to it, the free space in the current volume group is
shown. The list below contains all logical volumes in that volume group. All normal
Linux partitions to which a mount point is assigned, all swap partitions, and all already
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existing logical volumes are listed here. Add, Edit, and Remove logical volumes as
needed until all space in the volume group has been exhausted. Assign at least one
logical volume to each volume group.

Figure 6.4 Logical Volume Management
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systems can be
increased later while
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To create a new logical volume, click Add and fill out the pop-up that opens. As for
partitioning, enter the size, file system, and mount point. Normally, a file system, such
as reiserfs or ext2, is created on a logical volume and is then designated a mount point.
The files stored on this logical volume can be found at this mount point on the installed
system. Additionally it is possible to distribute the data stream in the logical volume
among several physical volumes (striping). If these physical volumes reside on different
hard disks, this generally results in a better reading and writing performance (like
RAID 0). However, a striping LV with n stripes can only be created correctly if the
hard disk space required by the LV can be distributed evenly to n physical volumes.
If, for example, only two physical volumes are available, a logical volume with three
stripes is impossible.

WARNING: Striping

YaST has no chance at this point to verify the correctness of your entries con-
cerning striping. Any mistake made here is apparent only later when the LVM
is implemented on disk.
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Figure 6.5 Creating Logical Volumes
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If you have already configured LVM on your system, the existing logical volumes can
be entered now. Before continuing, assign appropriate mount points to these logical
volumes too. With Next, return to the YaST Expert Partitioner and finish your work
there.

Direct LVM Management

If you already have configured LVM and only want to change something, there is an
alternative way to do that. In the YaST Control Center, select System — LVM. Basically
this dialog allows the same actions as described above with the exception of physical
partitioning. It shows the existing physical volumes and logical volumes in two lists
and you can manage your LVM system using the methods already described.

6.2 Soft RAID Configuration

The purpose of RAID (redundant array of independent disks) is to combine several
hard disk partitions into one large virtual hard disk to optimize performance, data secu-
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rity, or both. Most RAID controllers use the SCSI protocol because it can address a
larger number of hard disks in a more effective way than the IDE protocol and is more
suitable for parallel processing of commands. There are some RAID controllers that
support IDE or SATA hard disks. Soft RAID provides the advantages of RAID systems
without the additional cost of hardware RAID controllers. However, this requires some
CPU time and has memory requirements that make it unsuitable for real high perfor-
mance computers.

6.2.1 RAID Levels

SUSE® Linux Enterprise offers the option of combining several hard disks into one
soft RAID system with the help of YaST—a very reasonable alternative to hardware
RAID. RAID implies several strategies for combining several hard disks in a RAID
system, each with different goals, advantages, and characteristics. These variations are
commonly known as RAID levels.

Common RAID levels are:

RAID 0
This level improves the performance of your data access by spreading out blocks
of each file across multiple disk drives. Actually, this is not really a RAID, because
it does not provide data backup, but the name RAID 0 for this type of system has
become the norm. With RAID 0, two or more hard disks are pooled together. The
performance is very good, but the RAID system is destroyed and your data lost if
even one hard disk fails.

RAID 1
This level provides adequate security for your data, because the data is copied to
another hard disk 1:1. This is known as hard disk mirroring. If a disk is destroyed,
a copy of its contents is available on another one. All of them except one could be
damaged without endangering your data. However, if damage is not detected, it
also may happen that damaged data is mirrored to the correct disk and data corrup-
tion happens that way. The writing performance suffers a little in the copying process
compared to when using single disk access (10 to 20 % slower), but read access is
significantly faster in comparison to any one of the normal physical hard disks,
because the data is duplicated so can be parallel scanned. Generally it can be said
that Level 1 provides nearly twice the read transaction rate of single disks and almost
the same write transaction rate as single disks.
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RAID 2 and RAID 3
These are not typical RAID implementations. Level 2 stripes data at the bit level
rather than the block level. Level 3 provides byte-level striping with a dedicated
parity disk and cannot service simultaneous multiple requests. Both levels are only
rarely used.

RAID 4
Level 4 provides block-level striping just like Level 0 combined with a dedicated
parity disk. In the case of a data disk failure, the parity data is used to create a re-
placement disk. However, the parity disk may create a bottleneck for write access.
Nevertheless, Level 4 is sometimes used.

RAID 5
RAID 5 is an optimized compromise between Level 0 and Level 1 in terms of
performance and redundancy. The hard disk space equals the number of disks used
minus one. The data is distributed over the hard disks as with RAID 0. Parity blocks,
created on one of the partitions, are there for security reasons. They are linked to
each other with XOR, enabling the contents to be reconstructed by the corresponding
parity block in case of system failure. With RAID 5, no more than one hard disk
can fail at the same time. If one hard disk fails, it must be replaced as soon as pos-
sible to avoid the risk of losing data.

Other RAID Levels
Several other RAID levels have been developed (RAIDn, RAID 10, RAID 0+1,
RAID 30, RAID 50, etc.), some of them being proprietary implementations created
by hardware vendors. These levels are not very widespread, so are not explained
here.

6.2.2 Soft RAID Configuration with YaST

The YaST soft RAID configuration can be reached from the YaST Expert Partitioner,
described in Section 7.5.6, “Partitioner” (page 150). This partitioning tool enables you
to edit and delete existing partitions and create new ones that should be used with soft
RAID. There, create RAID partitions by first clicking Create — Do not format then
selecting OxF'D Linux RAID as the partition identifier. For RAID 0 and RAID 1, at least
two partitions are needed—for RAID 1, usually exactly two and no more. If RAID 5
is used, at least three partitions are required. It is recommended to take only partitions
of the same size. The RAID partitions should be stored on different hard disks to decrease
the risk of losing data if one is defective (RAID 1 and 5) and to optimize the performance
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of RAID 0. After creating all the partitions to use with RAID, click RAID — Create
RAID to start the RAID configuration.

In the next dialog, choose between RAID levels 0, 1, and 5 (see Section 6.2.1, “RAID
Levels” (page 120) for details). After Next is clicked, the following dialog lists all parti-
tions with either the “Linux RAID” or “Linux native” type (see Figure 6.6, “RAID
Partitions” (page 122)). No swap or DOS partitions are shown. If a partition is already
assigned to a RAID volume, the name of the RAID device (for example, /dev/md0)
is shown in the list. Unassigned partitions are indicated with “--”.

Figure 6.6 RAID Partitions

Add partitions to your () RAID Wizard Step 2:
RAID. According o the
RAID type. the usable disk

size is the sum of these

parttions (RAIDD), the size Current RAID: /dev/md0 size:| 10.
of the smallest partition

(RAID 1), or (N-1)*smallest |__Device Size Type RAID

partition (RAID 5). /devihda3 100 GB  Linux RAID md0

ydev/hdad 10.3 GB Linux RAID
Generally, the partitions

should be on different
drives, to get the
redundancy and

performance you want

Expert options:

Here, set things like chunk
size to get the best
performance out of your
system. These setiings
are used for all partions
of this RAID

To add a previously unassigned partition to the selected RAID volume, first click the
partition then Add. At this point, the name of the RAID device is entered next to the
selected partition. Assign all partitions reserved for RAID. Otherwise, the space on the
partition remains unused. After assigning all partitions, click Next to proceed to the
settings dialog where you can fine-tune the performance (see Figure 6.7, “File System
Settings” (page 123)).
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Figure 6.7 File System Settings
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As with conventional partitioning, set the file system to use as well as encryption and
the mount point for the RAID volume. Checking Persistent Superblock ensures that

the RAID partitions are recognized as such when booting. After completing the confi-
guration with Finish, see the /dev/md0 device and others indicated with RAID in the

expert partitioner.

6.2.3 Troubleshooting

Check the file /proc/mdstats to find out whether a RAID partition has been de-
stroyed. In the event of a system failure, shut down your Linux system and replace the
defective hard disk with a new one partitioned the same way. Then restart your system
and enter the command mdadm /dev/mdX --add /dev/sdX.Replace 'X' with
your particular device identifiers. This integrates the hard disk automatically into the
RAID system and fully reconstructs it.
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6.2.4 For More Information

Configuration instructions and more details for soft RAID can be found in the HOWTOs
at:

* /usr/share/doc/packages/raidtools/Software—RAID.HOWTO
.html

* http://en.tldp.org/HOWTO/Software-RAID-HOWTO.html

Linux RAID mailing lists are also available, suchas http: //marc.theaimsgroup
.com/?l=linux-raid&r=1&w=2.
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System Configuration with
YaST

In SUSE Linux Enterprise Server, YaST handles both the installation and configuration
of your system. This chapter describes the configuration of system components (hard-
ware), network access, and security settings, and administration of users. Find a short
introduction to the text-based YaST interface in Section 7.11, “YaST in Text Mode”
(page 170). For a description of manual system configuration, see Section 16.3, “System
Configuration via /etc/sysconfig” (page 383).

Configure the system with YaST using various YaST modules. Depending on the
hardware platform and the installed software, there are different ways to access YaST
in the installed system.

In KDE or GNOME, start the YaST Control Center from the main menu. The individ-
ual YaST configuration modules are also integrated in the KDE Control Center. Before
YaST starts, you are prompted to enter the root password, because YaST needs system
administrator permissions to change the system files.

To start YaST from the command line, enter the commands su (for changing to the
user root) and yast 2. To start the text version, enter yast instead of yast2. Also
use the command yast to start the program from one of the virtual consoles.

For hardware platforms that do not support a display device of their own and for remote
administration on other hosts, run YaST remotely. First, open a console on the host on
which to display YaST and enter the command

ssh —-X root@<system-to-configure> to log in to the system to configure
as root and redirect the X server output to your terminal. Following the successful
SSH login, enter yast2 to start YaST in graphical mode.

System Configuration with YaST
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To start YaST in text mode on another system, use
ssh root@<system-to-configure> to open the connection. Then start YaST
with yast.

To save time, the individual YaST modules can be started directly. To start a module,
enter yast2 module_name. View a list of all module names available on your
system with yast2 -1 oryast2 —-11st. Startthe network module, for example,
with yast2 lan.

7.1 YaST Language

To change the language of YaST, select System — Language Selection in the YaST
Control Center. Choose a language, exit the YaST Control Center, log out of the system,
then log in again. The next time you start YaST, the new language setting is used. This
also changes the language for the entire system.

If you need work in a different language but do not want to change the system language
setting, you can temporarily change the LANG variable. To do so, export LANG with
your preferred language. For example, for English, enter the command:

export LANG="en_US"; yast2

This command changes the LANG setting only in your current session. The language
setting of other users and your other sessions, like terminal windows, remains unchanged.

If you run YaST remotely over SSH, YaST uses the language settings of your local
system.

7.2 The YaST Control Center

When you start YaST in the graphical mode, the YaST Control Center, as shown in
Figure 7.1, “The YaST Control Center” (page 127), opens. The left frame contains the
available categories. When you click a category, its contents are listed in the right frame.
Then select the desired module. For example, if you select Hardware and click Sound
in the right frame, a configuration dialog opens for the sound card. The configuration
of the individual items usually consists of several steps. Press Next to proceed to the
following step.
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The left frame of most modules displays the help text, which offers suggestions for
configuration and explains the required entries. To get help in modules without a help
frame, press [F1] or choose Help. After selecting the desired settings, complete the pro-

cedure by pressing Accept on the last page of the configuration dialog. The configuration
is then saved.

Figure 7.1 The YaST Control Center
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7.3 Software

7.3.1 Installing and Removing Software

To install, uninstall, and update software on your machine, use Software - Software

Management. This opens a package manager dialog as shown in Figure 7.2, “YaST
Package Manager” (page 128).
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Figure 7.2 YaST Package Manager
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In SUSE® Linux Enterprise, software is available in the form of RPM packages. Nor-
mally, a package contains everything needed for a program: the program itself, the
configuration files, and all documentation. A list of individual packages is displayed
to the right in the individual package window. The content of this list is determined by
the currently selected filter. If, for example, the Patterns filter is selected, the individual
package window displays all packages of the current selection.

In the package manager, each package has a status that determines what to do with the
package, such as “Install” or “Delete.” This status is shown by a symbol in a status box
at the beginning of the line. Change the status by clicking or selecting the desired status
from the menu that opens when the item is right-clicked. Depending on the current sit-
uation, some of the possible status flags may not be available for selection. For example,
a package that has not yet been installed cannot be set to “Delete.” View the available
status flags with Help — Symbols.

The font color used for various packages in the individual package window provides
additional information. Installed packages for which a newer version is available on
the installation media are displayed in blue. Installed packages whose version numbers
are higher than those on the installation media are displayed in red. However, because
the version numbering of packages is not always linear, the information may not be
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perfect, but should be sufficient to indicate problematic packages. If necessary, check
the version numbers.

Installing Packages

To install packages, select packages for installation and click Accept. Selected packages
should have the Install status icon. The package manager automatically checks the de-
pendencies and selects any other required packages (resolution of dependencies). To
view other packages required for installation before clicking Accept, choose Extras —
Show Automatic Package Changes from the main menu. After installing packages,
continue working with the package manager by clicking Install More or close it by
clicking Finish.

The package manager provides preselected groups for installation. You can select an
entire group instead of single packages. To view these groups, use Filter in the left
frame.

TIP: List of All Available Packages

To display all packages on your installation media, use the filter Package Groups
and select zzz All at the bottom of the tree. SUSE Linux Enterprise contains a
number of packages and it might take some time to display this long list.

The Patterns filter groups the program packages according to their application purpose,
such as multimedia or office applications. The various groups of the Patterns filter are
listed with the installed packages preselected. Click the status box at the beginning of
a line to install or uninstall this pattern. Select a status directly by right-clicking the
pattern and using the context menu. From the individual package overview to the right,
which displays the packages included in the current pattern, select and deselect individ-
ual packages.

To find language-specific packages, such as translated texts for the user interface of
programs, documentation, and fonts, use the Language filter. This filter shows a list of
all languages supported by SUSE Linux Enterprise. If you select one of these, the right
frame shows all packages available for this language. Among these, all packages apply-
ing to your current software selection are automatically tagged for installation.
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NOTE

Because language-specific packages may depend on other packages, the package
manager may select additional packages for installation.

Packages and Installation Sources

If you want to find only packages from the specific source, use the Installation Sources
filter. In the default configuration, this filter shows a list of all packages from the selected
source. To restrict the list, use a secondary filter.

To view a list of the all installed packages from the selected installation source, select
the filter Installation Sources then select Installation Summary from Secondary Filters
and deactivate all check boxes except Keep.

The package status in the individual package window can be changed as usual. However,
the changed package may no longer meet the search criteria. To remove such packages
from the list, update the list with Update List.

Installing Source Packages

A package containing the source files for the program is usually available. The sources
are not needed for running the program, but you may want to install the sources to
compile a custom version of the program.

To install sources for selected program, mark the check box in the Source column. If
you cannot see a check box, your installation sources do not contain the source of the
package.

Removing Packages

To remove packages, assign the correct status to the packages to remove and click Ac-
cept. Selected packages should have the Delete status. If a package required by other
installed packages is marked for deletion, the package manager issues an alert with
detailed information and alternative solutions.
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Reinstalling Packages

If you find damaged files that belong to package or you want to reinstall the original
version of a package from your installation media, reinstall the package. To reinstall
packages, select packages for reinstallation and click Accept. Selected packages should
have the Update status. If any dependency issues arise with installed packages, the
package manager issues an alert with detailed information and alternative solutions.

Searching for Packages, Applications, and Files

To find a specific package, use the Search filter. Enter a search string and click Search.
By specifying various search criteria, you can restrict the search to display a few or
even only one package. You can also define special search patterns using wild cards
and regular expressions in Search Mode.

TIP: Quick Search

In addition to the Search filter, all lists of the package manager feature a quick
search. Simply enter a letter to move the cursor to the first package in the list
whose name begins with this letter. The cursor must be in the list (by clicking
the list).

To find a package by name, select Name, enter the name of the package to find in the
search field, and click Search. To find a package by text in the description, select
Summary and Descriptions, enter a search string, and click Search.

To search for the package that contains a certain file, enter the name of the file, select
RPM "Provides”, and click Search. To find all packages that depend on a particular
package, select RPM "Requires”, enter the name of package, and click Search.

If you are familiar with the package structure of SUSE Linux Enterprise, you can use
the Package Groups filter to find packages by subject. This filter sorts the program
packages by subjects, such as applications, development, and hardware, in a tree
structure to the left. The more you expand the branches, the more specific the selection
is. This means fewer packages are displayed in the individual package window.
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Installation Summary

After selecting the packages for installation, update, or deletion, view the installation

summary with Installation Summary. It shows how packages will be affected when you
click Accept. Use the check boxes to the left to filter the packages to view in the indi-

vidual package window. For example, to check which packages are already installed,

deactivate all check boxes except Keep.

The package status in the individual package window can be changed as usual. However,
the respective package may no longer meet the search criteria. To remove such packages
from the list, update the list with Update List.

Information about Packages

Get information about the selected package with the tabs in the bottom right frame. If
another version of the package is available, you get information about both versions.

The Description tab with the description of the selected package is automatically active.
To view information about package size, version, installation media, and other technical
details, select Technical Data. Information about provided and required files is in De-
pendencies. To view available versions with their installation sources, click Versions.

Disk Usage

During the selection of the software, the resource window at the bottom left of the
module displays the prospective disk usage of all mounted file systems. The colored
bar graph grows with every selection. As long as it remains green, there is sufficient
space. The bar color slowly changes to red as you approach the limit of disk space. If
you select too many packages for installation, an alert is displayed.

Checking Dependencies

Some packages depend on other packages. This means that the software of the package
only works properly if another package is also installed. There are some packages with
identical or similar functionalities. If these packages use the same system resource, they
should not be installed at the same time (package conflict).
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When the package manager starts, it examines the system and displays installed pack-
ages. When you select to install and remove packages, the package manager automati-
cally checks the dependencies and selects any other required packages (resolution of
dependencies). If you select or deselect conflicting packages, the package manager in-
dicates this and submits suggestions for solving the problem (resolution of conflicts).

Check Dependencies and Autocheck are located under the information window. If you
click Check Dependencies, the package manager checks if the current package selection
results in any unresolved package dependencies or conflicts. In the event of unresolved
dependencies, the required additional packages are selected automatically. For package
conflicts, the package manager opens a dialog that shows the conflict and offers various
options for solving the problem.

If you activate Autocheck, any change of a package status triggers an automatic check.
This is a useful feature, because the consistency of the package selection is monitored
permanently. However, this process consumes resources and can slow down the package
manager. For this reason, the autocheck is not activated by default. In either case, a
consistency check is performed when you confirm your selection with Accept.

For example, sendmail and post fix may not be installed concurrently. Figure 7.3,
“Conflict Management of the Package Manager” (page 134) shows the conflict message
prompting you to make a decision. post £ix is already installed. Accordingly, you
can refrain from installing sendmai 1, remove postfix, or take the risk and ignore
the conflict.

WARNING: Handling Package Conflicts

Unless you are very experienced, follow the suggestions of YaST when handling
package conflicts, because otherwise the stability and functionality of your
system could be endangered by the existing conflict.
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Figure 7.3 Conflict Management of the Package Manager

Dependency Conflict

©: A\ coreutils has missing dependencies
There are no alternative installed providers of libpam_misc.so.0(LIBPAM_MISC_1.0) f
= [ conflict Resolution:
O keep pam
O delete coreutils
QO Ignore this requirement just here
O Ignore this requirement generally

4 41

OK — Try Again Expert ~ Cancel
4

Installing -devel Packages

The package manager provides functions for quick and easy installation of devel and
debug packages. To install all devel packages for your installed system, choose Extras
— Install All Matching — -devel Packages. To install all debug packages for your in-
stalled system, choose Extras — Install All Matching — -debuginfo Packages.

7.3.2 Installing Add-On Products

Add-on products are extensions for your system. You can install a third party add-on
product or a special extension of your SUSE Linux Enterprise, for example, the SDK
add-on or a CD with binary drivers. To install a new add-on, use Software -~ Add-On
Product. You can select various types of product media, like CD, FTP or local directory.
You can work also directly with ISO files. To add an add-on as ISO file media, select
Local Directory then choose ISO Images.

After successfully adding the add-on media, the package manager window appears. If
the add-on provides a new pattern, see the new item in the Patterns filter. To view the
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list of all packages from the selected installation source, select the filter Installation
Sources and choose the installation source to view. To view packages from a selected
add-on by package groups, select the secondary filter Package Groups.

Binary Drivers

Some hardware needs binary-only drivers for correct function. If you have such hard-
ware, refer to the release notes for more information about availability of binary drivers
for your system. To read the release notes, open YaST and select Miscellaneous —
Release Notes.

SUSE Software Development Kit (SDK) 10

SUSE Software Development Kit 10 is an add-on for SUSE Linux Enterprise 10. It is
a complete tool kit for application development. In fact, to provide a comprehensive
build system, SUSE Software Development Kit 10 includes all the open source tools
that were used to build the SUSE Linux Enterprise Server product. It provides you, as
a developer, independent software vendor (ISV), or independent hardware vendor
(IHV), with all the tools needed to port applications to all the platforms supported by
the SUSE Linux Enterprise Desktop and SUSE Linux Enterprise Server.

SUSE Software Development Kit also contains integrated development environments
(IDEs), debuggers, code editors, and other related tools. It supports most major program-
ming languages (including C, C++, Java, and most scripting languages). For your con-
venience, SUSE Software Development Kit includes multiple Perl packages that are
not included in the SUSE Linux Enterprise.

For detailed information, refer to http://developer.novell.com/ndk/
susesdk .htm. Use the YaST add-on installer and package manager to install SUSE
Software Development Kit 10.

7.3.3 Selecting the Installation Source

You can use multiple installation sources of several types. Select them and enable their
use for installation or update using Software — Installation Source. When started, it
displays a list of all previously registered sources. Following a normal installation from
CD, only the installation CD is listed. Click Add to include additional sources in this
list. Sources can be CDs, DVDs, or network sources, such as NFS and FTP servers.
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Even directories on the local hard disk can be selected as the installation medium. See
the detailed YaST help text for more details.

All registered sources have an activation status in the first column of the list. Enable
or disable individual installation sources by clicking Activate or Deactivate. During
the installation of software packages or updates, YaST selects a suitable entry from the
list of activated installation sources. When you exit the module with Close, the current
settings are saved and applied to the configuration modules Sofiware Management and
System Update.

7.3.4 Updating Software Online

Install important updates and improvements with YaST Online Update (YOU). The
current patches for your SUSE product are available from the SUSE catalogs. To add
or remove catalogs, use the Software — Installation Source module, described in Sec-
tion 7.3.3, “Selecting the Installation Source” (page 135).

Find the list of available patches on the left. Patches are sorted by security importance:

Security
You must install these patches. Not installing the patches is a real security hazard.

Recommended
You should install these patches, because your computer could be compromised.

Optional
You can install these patches, but if you do not install them your computer remains
secure.

To install a patch, select it in the list and click Accept. You can select multiple patches.
To cancel your changes, click Cancel.

If you need special settings, for example, if your computer is behind a proxy server,
use the command line tool rug. It is described in Section 7.12, “Update from the Com-
mand Line” (page 173).
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7.3.5 Automatic Online Update

Software — Online Update Setup allows you to schedule automatic online updates.
First enable automatic online update by activating Enable Automatic Update then set
the time of the update. If you want to have full control over installed patches, you can
schedule only the download of patches and install patches manually later. To download
patches only, check Only Download Patches.

Some patches need some additional actions, for example, patches for the kernel require
a reboot for activation. Information about the additional actions are provided with pre-
installation information. To use automatic update only for normal patches without
preinstallation information, check Skip Patches with Preinstall Information. Click
Finish to exit the dialog.

7.3.6 Updating from a Patch CD

The Patch CD Update module from the Software section installs patches from CD, not
from an FTP server. The advantage lies in a much faster update with CD. After the
patch CD is inserted, all patches on the CD are displayed in the dialog. Select the desired
packages for installation from the list of patches. The module issues an error message
if no patch CD is present. Insert the patch CD then restart the module.

7.3.7 Updating the System

Update the version of SUSE Linux Enterprise installed on your system with Software
- System Update. During operation, you can only update application software, not the
base system. To update the base system, boot the computer from an installation medium,
such as CD. When selecting the installation mode in YaST, select Update.

The procedure for updating the system is similar to a new installation. Initially, YaST

examines the system, determines a suitable update strategy, and presents the results in
a suggestion dialog. Click Change or the individual items to change any details.

Update Options

Set the update method for your system. Two options are available.

System Configuration with YaST

137



138

Update with Installation of New Software and Features Based on the Selection
To update the entire system to the latest versions of software, select one of the
predefined selections. These selections ensure that packages that did not exist pre-
viously are also installed.

Only Update Installed Packages
This option merely updates packages that already exist on the system. No new
features are installed.

Additionally, you can use Delete Outdated Packages to remove packages that do not
exist in the new version. By default, this option is preselected to prevent outdated
packages from unnecessarily occupying hard disk space.

Packages

Click Packages to start the package manager and select or deselect individual packages
for update. Any package conflicts should be resolved with the consistency check. The
use of the package manager is covered in detail in Section 7.3.1, “Installing and Remov-
ing Software” (page 127).

Backup

During the update, the configuration files of some packages may be replaced by those
of the new version. Because you may have modified some of the files in your current

system, the package manager normally makes backup copies of the replaced files. With
this dialog, determine the scope of these backups.

IMPORTANT: Scope of the Backup

This backup does not include the software. It only contains configuration files.

Language

Primary and other languages currently installed on the system are listed here. Change
them by clicking Language in the displayed configuration or with Change - Language.
Optionally, adapt the keyboard layout and time zone to the region where the primary
language is spoken. Find more about language selection in Section 7.5.14, “Language
Selection” (page 157).
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Important Information about Updates

The system update is a very complex procedure. For each program package, YaST must
first check which version is installed on the computer then determine what needs to be
done to replace the old version with the new version correctly. YaST also tries to adopt
any personal settings of the installed packages.

In most cases, YaST replaces old versions with new ones without problems. A backup
of the existing system should be performed prior to updating to ensure that existing
configurations are not lost during the update. Conflicts can then be resolved manually
after the update has finished.

7.3.8 Installing into a Directory

This YaST module allows you to install packages into a directory specified by you.
Select where to place the root directory, how to name directories, and the type of system
and software to install. After entering this module, YaST determines the system settings
and lists the default directory, installation instructions, and software to install. Edit
these settings by clicking Change. All changes must be confirmed by clicking Accept.
After changes have been made, click Next until informed that the installation is complete.
Click Finish to exit the dialog.

7.3.9 Installing into a Directory for Xen

Install packages into a directory for Xen with Software — Installation into a Directory
(Xen). Xen is a virtual machine monitor (VMM) for x86-compatible computers that
enables you to run more than one virtual machine, each with its own OS, on a single
physical system and with excellent performance. After this module starts, YaST deter-
mines the system settings and lists the default directory, installation instructions, and
software to install. Edit the defaults by clicking Change. Confirm all changes by
clicking Accept. After making all desired changes, click Next until you are informed
that the installation is complete. Click Finish to exit the dialog.
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7.3.10 Checking Media

If you encounter any problems using the SUSE Linux Enterprise installation media,
you can check the CDs or DVDs with Software — Media Check. Media problems are
more likely to occur with media you burn yourself. To check that a SUSE Linux Enter-
prise CD or DVD is error-free, insert the medium into the drive and run this module.
Click Start for YaST to check the MD5 checksum of the medium. This may take several
minutes. If any errors are detected, you should not use this medium for installation.

7.3.11 Registering SUSE Linux Enterprise

The registration and activation of your product is a precondition for technical support
and product updates. If you skipped the registration during installation, you can register
later with the help of the Product Registration module from Software. Before you start
registration, prepare your contact e-mail and registration key.

In Include for Convenience, select whether to obtain some of the necessary information
from your system. This simplifies the registration process. If you want to see what is
required to register your system or what happens with your data, use Details.

To register, you can also use the command line tool suse_register. Refer to
suse_register —-help for directions.

To register your system without Internet access from a different computer, you must
obtain a registration URL first. To obtain the URL, run suse_register without
options on your new system. From the suse_register output, copy the URL and
enter it in the URL field of a browser on a different computer.

TIP: Technical Support

Find more information about the technical support at http://www.novell
.com/support/products/linuxenterpriseserver/.

7.4 Hardware

New hardware must first be installed or connected as directed by the vendor. Turn on
external devices and start the appropriate YaST module. Most devices are automatically
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detected by YaST and the technical data is displayed. If the automatic detection fails,
YaST offers a list of devices (model, vendor, etc.) from which to select the suitable
device. Consult the documentation enclosed with your hardware for more information.

IMPORTANT: Model Designations

If your model is not included in the device list, try a model with a similar des-
ignation. However, in some cases the model must match exactly, because sim-
ilar designations do not always indicate compatibility.

7.4.1 Bluetooth

Configure Bluetooth devices with Hardware — Bluetooth. Click Enable Bluetooth
Services to begin configuration. Bluetooth configuration is covered in detail in Section
“Configuring Bluetooth with YaST” (page 561).

7.4.2 Infrared Device

Configure an infrared device with Hardware — Infrared Device. Click Start IrDa to
begin configuration. You can configure Port and Limit Baud Rate here. Find information
about infrared devices in Section 28.3, “Infrared Data Transmission” (page 570).

7.4.3 Graphics Card and Monitor

Configure graphics cards and monitors with Hardware — Graphics Card and Monitor.
It uses the the SaX2 interface, described in Section 7.13, “SaX2” (page 176).

7.4.4 Printer

Configure a printer with Hardware — Printer. If a printer is properly connected to the
system, it should be detected automatically. Find detailed instructions for configuring
printers with YaST in Section 19.4, “Configuring the Printer” (page 424).
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7.4.5 Hard Disk Controller

Normally, the hard disk controller of your system is configured during the installation.
If you add controllers, integrate these into the system with Hardware — Disk Controller.
You can also modify the existing configuration, but this is generally not necessary.

The dialog presents a list of detected hard disk controllers and enables assignment of
the suitable kernel module with specific parameters. Use Test Loading of Module to
check if the current settings work before they are saved permanently in the system.

WARNING: Configuration of the Hard Disk Controller

It is advised to test the settings before making them permanent in the system.
Incorrect settings can prevent the system from booting.

7.4.6 Hardware Information

Display detected hardware and technical data using Hardware — Hardware Information.
Click any node of the tree for more information about a device. This module is especially
useful, for example, when submitting a support request for which you need information
about your hardware.

Save the hardware information displayed to a file by clicking Save fo File. Select the
desired directory and filename then click Save to create the file.

7.4.7 IDE DMA Mode

Activate and deactivate the DMA mode for your IDE hard disks and your IDE CD and
DVD drives in the installed system with Hardware -~ IDE DMA Mode. This module

does not have any effect on SCSI devices. DMA modes can substantially increase the
performance and data transfer speed in your system.

During installation, the current SUSE Linux Enterprise kernel automatically activates
DMA for hard disks but not for CD drives, because default DMA activation for all
drives often causes problems with CD drives. Use the DMA module to activate DMA
for your drives. If the drive supports the DMA mode without any problems, the data
transfer rate of your drive can be increased by activating DMA.
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NOTE

DMA (direct memory access) means that your data can be transferred directly
to the RAM, bypassing the processor control.

7.4.8 Joystick

Configure a joystick connected to the sound card with Hardware — Joystick. Select
your joystick type in the list provided. If your joystick is not listed, select Generic
Analog Joystick. After selecting your joystick, make sure that it is connected then click
Test to test the functionality. Click Continue and YaST installs the required files. After
the Joystick Test window appears, test the joystick by moving it in all directions and
pressing all buttons. Each movement should be displayed in the window. If you are
satisfied with the settings, click OK to return to the module and Finish to complete
configuration.

If you have a USB device, this configuration is not necessary. Plug in the joystick and
start using it.

7.4.9 Keyboard Layout

To configure the keyboard for the console, run YaST in text mode then use Hardware
— Keyboard Layout. After clicking the module, the current layout is displayed. To
choose another keyboard layout, select the desired layout from the list provided. Test
the layout in 7est by pressing keys on the keyboard.

Fine-tune the settings by clicking Expert Settings. You can adjust the key repeat rate
and delay and configure the start-up state by choosing the desired settings in Start-Up
States. For Devices to Lock, enter a space-separated list of devices to which to apply
the [Scroll Lock], [Num Lock], and [ Caps Lock] settings. Click OK to complete the fine-tuning.
Finally, after all selections have been made, click Accept for your changes to take effect.

To set up the keyboard for the graphical environment, run the graphical YaST then select
Keyboard Layout. Find information about the graphical configuration in Section 7.13.3,
“Keyboard Properties” (page 181).
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7.4.10 Mouse Model

When configuring the mouse for the graphical environment, click Mouse Model to access
the SaX2 mouse configuration. Refer to Section 7.13.2, “Mouse Properties” (page 180)
for details.

To configure your mouse for the text environment, use YaST in text mode. After entering
text mode and selecting Hardware — Mouse Model, use the keyboard arrow keys to
choose your mouse from the provided list. Then click Accept to save the settings and
exit the module.

7.4.11 Scanner

Connect and turn on your scanner then select Hardware — Scanner to configure it.
Most supported scanners are detected automatically. Select the scanner to configure
and click Edit. If your scanner is not listed, click Add to open the manual configuration
dialog. Select the appropriate vendor and model from the list and click Next to proceed
with the installation. To modify a configured scanner, select it then click Edit.

After the scanner has been determined by either automatic detection or user selection,
installation is carried out. Click Finish to complete the installation. If the installation
is successful, a corresponding message appears. To test your scanner after installation,
insert a document into your scanner and click Other — Test.

Scanner Not Detected

Only supported scanners can be detected automatically. Scanners connected to another
network host cannot be detected. The manual configuration distinguishes three types
of scanners: USB scanners, SCSI scanners, and network scanners.

USB Scanner
After the scanner is selected, YaST attempts to load the USB modules. If your
scanner is very new, the modules may not be loaded automatically. In this case,
continue automatically to a dialog in which to load the USB module manually.
Refer to the YaST help text for more information.
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SCSI Scanner
SCSI devices are normally detected. Specify the device, such as /dev/sg0. If
problems arise, refer to the YaST help text. Remember always to shut down the
system before connecting or disconnecting a SCSI scanner.

Network Scanner
Enter the IP address or the hostname. To configure a network scanner, refer to the
database article Scanning in Linux (http://en.opensuse.org/SDB: SDB).

If your scanner is not detected, the device is probably not supported. However, some-
times even supported scanners are not detected. If this is the case, proceed with the
manual scanner selection. If you can identify your scanner in the list of vendors and
models, select it. If not, select Cancel. Information about scanners that work with Linux
is provided at http://cdb.suse.de/ and http://www.sane-project
.org/.

WARNING: Assigning a Scanner Manually

Assign the scanner manually only if you are absolutely sure. An incorrect selec-
tion could damage your hardware.

Troubleshooting

Your scanner may not have been detected for one of the following reasons:

+ The scanner is not supported. Check http://cdb. suse.de/ foralist of Linux-
compatible devices.

» The SCSI controller was not installed correctly.

+ There were termination problems with your SCSI port.

» The SCSI cable is too long.

+ The scanner has a SCSI light controller that is not supported by Linux.

« The scanner is defective.
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WARNING

SCSI scanners should not be connected or disconnected while the system is
running. Shut the system down first.

7.4.12 TV and Radio Cards

Configure TV and radio cards with Hardware — TV Card. If your card was automati-
cally detected, it is displayed in the list. In this case, select the card and click Edit. If
your card was not detected, click Add. If you have already configured TV or radio cards,
select a card to modify then click Edit.

During the automatic hardware detection, YaST attempts to assign the correct tuner to
your card. If you are not sure, simply keep the setting Default (recognized) and check
whether it works. If you cannot set all channels, click Select Tuner and select the correct
tuner type from the list.

If you are familiar with the technical details, you can use the expert dialog to make
settings for a TV or radio card. Select a kernel module and its parameters in this dialog.
Also check all parameters of your TV card driver. To do this, select the respective pa-
rameters and enter the new value in the parameter line. Confirm the new values with
Apply or restore the default values with Reset.

Configure audio settings if your TV or radio card is connected to the installed sound
card. Make the connection with a cable from output of the TV or radio card to the ex-
ternal audio input of the sound card. If you have not yet configured your sound card,
select Configure Sound Card to configure it as described in Section 7.4.13, “Sound”
(page 147).

If your TV or radio card has speaker jacks, you can also connect the speakers directly
without using the sound card. There are also TV cards without any sound function,
which do not require an audio configuration, such as those for CCD cameras.

When editing a configuration, you can also configure the TV stations by clicking 7V
Channel. Set the proper TV Standard and Frequency Table for your area and click Scan
the Channels. A list of stations appears. After scanning has been completed, click OK
to return to the configuration dialog.
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7.4.13 Sound

Use Hardware — Sound to configure a sound card. Most sound cards are detected au-
tomatically and listed. Select the one to configure or modify then click Edit. Use Delete
to remove a sound card. This deactivates existing entries of configured sound cards in
/etc/modprobe.d/sound.

Click Other to open a dialog in which to customize the sound module options manually.
With Add, configure additional sound cards. If YaST detects another sound card, select
it then use Edit.

The volume and configuration of all sound cards installed are saved when you click
Finish. The mixer settings are saved to the file /etc/asound. conf and the ALSA
configuration data is appended at the end of the files /et c/modprobe.d/sound
and /etc/sysconfig/hardware.

If YaST is unable to detect your sound card automatically, proceed as follows:

1 Click Add to open a dialog in which to select a sound card vendor and model.
Refer to your sound card documentation for the information required. Find a
reference list of sound cards supported by ALSA with their corresponding sound
modules in /usr/share/doc/packages/alsa/cards.txt and at
http://www.alsa-project.org/~goemon/. After making your selec-
tion, click Next.

2 In Setup Dialog, choose the configuration level in the first setup screen. With
Quick Automatic Setup, you are not required to go through any of the further
configuration steps and no sound test is performed. The sound card is configured
automatically. With Normal Setup, you can adjust the output volume and play a
test sound. Advanced setup with possibility to change options allows you to
customize the sound card options manually.

In this dialog, there is also a shortcut to joystick configuration. Click it and select
the joystick type in the following dialog. Click Next to continue.

3 In Sound Card Volume, test your sound configuration and make adjustments to
the volume. You should start at about ten percent to avoid damage to your
speakers or hearing. A test sound should be audible when you click 7est. If you
cannot hear anything, increase the volume. Press Continue to complete the sound
configuration. The volume setting is then saved.
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IfyouuseaCreative Soundblaster Live or AWE sound card, copy SF2 sound
fonts to your hard disk from the original Soundblaster driver CD-ROM with Install
Sound Fonts. The sound fonts are saved in the directory /usr/share/sfbank/
creative/.

For playback of MIDI files, check Start Sequencer. This way, the modules for sequencer
support are loaded along with the sound modules.

7.5 System

This group of modules is designed to help you manage your system. All modules in
this group are system-related and serve as valuable tools for ensuring that your system
runs properly and your data is managed efficiently.

7.5.1 Backup

Create a backup of both your system and data using System — System Backup. However,
the backup created by the module does not include the entire system. The system is
backed up by saving important storage areas on your hard disk that may be crucial when
trying to restore a system, such as the partition table or master boot record (MBR). It
can also include the XML configuration acquired from the installation of the system,
which is used for AutoYaST. Data is backed up by saving changed files of packages
accessible on installation media, entire packages that are unaccessible (such as online
updates), and files not belonging to packages, such as many of the configuration files
in /etc or the directories under /home.

7.5.2 Restoration

With System — System Restoration, restore your system from a backup archive created
with System Backup. First, specify where the archives are located (removable media,
local hard disks, or network file systems). Click Next to view the description and contents
of the individual archives and select what to restore from the archives.

You can also uninstall packages that were added since the last backup and reinstall
packages that were deleted since the last backup. These two steps enable you to restore
the exact system state at the time of the last backup.
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WARNING: System Restoration

Because this module normally installs, replaces, or uninstalls many packages
and files, use it only if you have experience with backups. Otherwise you may
lose data.

7.5.3 Boot and Rescue Disks

Create boot and rescue disks with System — Boot or Rescue Floppy. These floppy disks
are helpful if the boot configuration of your system is damaged. The rescue disk is es-
pecially necessary if the file system of the root partition is damaged.

The following options are available:

Standard Boot Floppy
Use this option to create the standard boot floppies with which to boot an installed
system. Depending on the architecture, the actual number of boot disks may vary,
but you should create all the boot disks presented in the dialog because all these
disks are necessary for booting. They are also needed for starting the rescue system.

Rescue Floppy
This disk contains a special environment that allows you to perform maintenance
tasks in your installed system, such as checking and repairing the file system and
updating the boot loader. To start the rescue system, boot with the standard boot
disks then select Manual Installation — Start Installation or System — Rescue
System. Insert the rescue disk when prompted.

Custom Floppy
Use this to write any existing floppy disk image from the hard disk to a floppy disk.

Download Floppy Image
With this, enter a URL and authentication data to download a floppy disk image
from the Internet.

To create one of these floppy disks, select the corresponding option and click Next.
Insert a floppy disk when prompted. Click Next again to create the floppy disk.
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7.5.4 Boot Loader Configuration

To configure booting for systems installed on your computer, use the System — Boot
Loader module. A detailed description of how to configure the boot loader with YaST
is available in Section 17.3, “Configuring the Boot Loader with YaST” (page 397).

7.5.5 LVM

The logical volume manager (LVM) is a tool for custom partitioning of hard disks with
logical drives. Find information about LVM in Section 6.1, “LVM Configuration”
(page 113).

7.5.6 Partitioner

With the expert dialog, shown in Figure 7.4, “The YaST Partitioner” (page 151), manu-
ally modify the partitioning of one or several hard disks. Partitions can be added,
deleted, resized, and edited. Also access the soft RAID and LVM configuration from
this YaST module.

WARNING

Although it is possible to modify the partitions in the installed system, this
should be handled only by experts. Otherwise the risk of making a mistake that
causes data loss is very high. If you repartition a hard disk in use, reboot the
system right afterwards. It is safer to use the rescue system than repartition
the system while running.
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Figure 7.4 The YaST Partitioner
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All existing or suggested partitions on all connected hard disks are displayed in the list
of the YaST Expert Partitioner dialog. Entire hard disks are listed as devices without
numbers, such as /dev/hda or /dev/sda. Partitions are listed as parts of these de-
vices, such as /dev/hdal or /dev/sdal. The size, type, file system, and mount
point of the hard disks and their partitions are also displayed. The mount point describes
where the partition appears in the Linux file system tree.

If you run the expert dialog during installation, any free hard disk space is also listed
and automatically selected. To provide more disk space to , free the needed space
starting from the bottom toward the top of the list (starting from the last partition of a
hard disk toward the first). For example, if you have three partitions, you cannot use
the second exclusively for and retain the third and first for other operating systems.

Creating a Partition

Select Create. If several hard disks are connected, a selection dialog appears in which
to select a hard disk for the new partition. Then specify the partition type (primary or
extended). Create up to four primary partitions or up to three primary partitions and
one extended partition. Within the extended partition, create several logical partitions
(see Section “Partition Types” (page 40)).
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Select the file system to use and a mount point, if necessary. YaST suggests a mount
point for each partition created. Details of the parameters are provided in the next section.
Select OK to apply your changes. The new partition is then listed in the partition table.
If you click Next, the current values are adopted. During installation you are then returned
to the suggestion screen.

Partitioning Parameters

When you create a new partition or modify an existing partition, set various parameters.
For new partitions, suitable parameters are set by YaST and usually do not require any
modification. To make manual settings, proceed as follows:

1. Select the partition.
2. Click Edit to edit the partition and set the parameters:

File System ID
Even if you do not want to format the partition at this stage, assign it a file
system ID to ensure that the partition is registered correctly. Possible values
include Linux, Linux swap, Linux LVM, and Linux RAID. For LVM and
RAID details, refer to Section 6.1, “LVM Configuration” (page 113) and
Section 6.2, “Soft RAID Configuration” (page 119).

File System
To format the partition immediately within the scope of the installation,
specify one of the following file systems for the partition: Swap, Ext2, Ext3,
ReiserFS, or JF'S. Refer to Chapter 21, File Systems in Linux (page 453) for
details on the various file systems.

File System Options
Set various parameters for the selected file system here.

Encrypt File System
If you activate the encryption, all data is written to the hard disk in encrypted
form. This increases the security of sensitive data, but slightly reduces the
system speed, because the encryption takes some time. More information
about the encryption of file systems is provided in Chapter 41, Encrypting
Partitions and Files (page 733).
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Fstab Options
Here, specify various parameters for the administration file of the file systems
(/etc/fstab). For example, change the file system identification from
the device name, which is default, to a volume label. In the volume label,
you can use all characters except / and space.

Mount Point
Specify the directory at which the partition should be mounted in the file
system tree. Select from various YaST proposals or enter any other name.

3. Select Next to activate the partition.

If you partition manually, create a swap partition of at least 256 MB. The swap partition
is used to free the main memory of data that is not used at the present moment. This
keeps the main memory free for the most frequently-used data.

Expert Options
Expert opens a menu containing the following commands:

Reread Partition Table
Rereads the partitioning from disk. For example, you need this after manual parti-
tioning in the text console.

Delete Partition Table and Disk Label
This completely overwrites the old partition table. For example, this can be helpful
if you have problems with unconventional disk labels. Using this method, all data
on the hard disk is lost.

More Partitioning Tips

If the partitioning is performed by YaST and other partitions are detected in the system,
these partitions are also entered in the file /etc/fstab to enable easy access to this
data. This file contains all partitions in the system with their properties, such as the file
system, mount point, and user permissions.

Example 7.1 /etc/fstab: Partition Data

/dev/sdal /datal auto noauto,user 0 0
/dev/sdab /data2 auto noauto,user 0 0
/dev/sda6 /data3 auto noauto,user 0 0
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The partitions, regardless of whether they are Linux or FAT partitions, are specified
with the options noauto and user. This allows any user to mount or unmount these
partitions as needed. For security reasons, YaST does not automatically enter the exec
option here, which is needed for executing programs from the location. However, to
run programs from there, you can enter this option manually. This measure is necessary
if you encounter system messages such as bad interpreter or Permission denied.

Partitioning and LVM

From the expert partitioner, access the LVM configuration with LVM (see Section 6.1,
“LVM Configuration” (page 113)). However, if a working LVM configuration already
exists on your system, it is automatically activated as soon as you enter the LVM con-
figuration for the first time in a session. In this case, any disks containing a partition
belonging to an activated volume group cannot be repartitioned because the Linux
kernel cannot reread the modified partition table of a hard disk when any partition on
this disk is in use. However, if you already have a functioning LVM configuration on
your system, physical repartitioning should not be necessary. Instead, change the con-
figuration of the logical volumes.

At the beginning of the physical volumes (PVs), information about the volume is written
to the partition. To reuse such a partition for other non-LVM purposes, it is advisable
to delete the beginning of this volume. For example, in the VG systemand PV /dev/
sda?2, do this with the command dd if=/dev/zero of=/dev/sda2 bs=512
count=1.

WARNING: File System for Booting

The file system used for booting (the root file system or /boot) must not be
stored on an LVM logical volume. Instead, store it on a normal physical partition.

7.5.7 PCI Device Drivers

Each kernel driver contains a list of device IDs of all devices it supports. If a new device
is not in any driver's database, the device is treated as unsupported, even if it can be
used with an existing driver. With this YaST module from System section, you can add
PCI IDs. Only advanced users should attempt to use this YaST module.
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Figure 7.5 Adding a PCI ID

PCI ID Setup PCI ID Setup

Itis possible to add a PCI
ID to a device driver to
extend its intemal
database of known
supported devices.

Driver |Card Name |Vendor |Device |Subvendor |Subdevice |Class |Class Mask |S

PCI ID numbers are
entered and displayed as
hexadecimal numbers
SysFS Dir. is the directery
name in

the /sys/bus/pci/drivers
directory. If it is empty, the
driver name is used as
the directory name.

If the driver is compiled
into the kernel, leave the
driver name empty and
enter the SysFS directory
name instead

Use the buttons below the
table to change the list of
PCIIDs. Press OK to
activate the settings

‘Warning: This is an expert
configuration. Only 4 ar
continue if you know what

you are doing Add.. v Edit Delete

Back

To add an ID, click Add and select how to assign it: by selecting a PCI device from a

list or by manually entering PCI values. In the first option, select the PCI device from
the provided list then enter the driver or directory name. If the directory is left empty,
the driver name is used as the directory name. When assigning PCI ID values manually,
enter the appropriate data to set up a PCI ID. Click OK to save your changes.

To edit a PCI ID, select the device driver from the list and click Edit. Edit the information
and click OK to save your changes. To delete an ID, select the driver and click Delete.
The ID immediately disappears from the list. When finished, click OK.

7.5.8 Power Management

The System — Power Management module helps you work with saving energy tech-
nologies. It is especially important on laptops to extend their operational time. Find
detailed information about using this module in Section 27.6, “The YaST Power Man-
agement Module” (page 543).
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7.5.9 Powertweak Configuration

Powertweak is a SUSE Linux utility for tweaking your system to peak performance by
tuning some kernel and hardware configurations. It should be used only by advanced
users. After starting it with System — Powertweak, it detects your system settings and
lists them in tree form in the left frame of the module. You can also use Search to find
a configuration variable. Select the option to tweak to display it on the screen along
with its directory and settings. To save the settings, click Finish then confirm it by
clicking OK.

7.5.10 Profile Manager

Create, manage, and switch among system configurations with System — Profile
Management, the YaST system configuration profile management (SCPM) module.
This is especially useful for mobile computers that are used in different locations (in
different networks) and by different users. Nevertheless, this feature is useful even for
stationary machines, because it enables the use of various hardware components or test
configurations. For more information about SCPM basics and handling, refer to Chap-
ter 26, System Configuration Profile Management (page 509).

7.5.11 System Services (Runlevel)

Configure runlevels and the services that start in them with System — System Services
(Runlevel). For more information about the runlevels in SUSE Linux Enterprise and a
description of the YaST runlevel editor, refer to Section 16.2.3, “Configuring System
Services (Runlevel) with YaST” (page 382).

7.5.12 /etc/sysconfig Editor

The directory /etc/sysconfig contains the files with the most important settings
for SUSE Linux Enterprise. Use System — /etc/sysconfig Editor to modify the values
and save them to the individual configuration files. Generally, manual editing is not
necessary, because the files are automatically adapted when a package is installed or a
service is configured. More information about /etc/sysconfig and the YaST
sysconfig editor is available in Section 16.3.1, “Changing the System Configuration
Using the YaST sysconfig Editor” (page 384).
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7.5.13 Time and Date Configuration

The time zone is initially set during installation, but you can change it with System —
Date and Time. Also use this to change the current system date and time.

To change the time zone, select the region in the left column and the location or time
zone in the right column. With Hardware Clock Set To, set whether the system clock
should use Local Time or UTC (Coordinated Universal Time). UTC is often used in
Linux systems. Machines with additional operating systems, such as Microsoft Windows,
mostly use local time.

Set the current system time and date with Change. In the dialog that opens, modify the
time and date by entering new values or adjusting them with the arrow buttons. Press
Apply to save the changes.

7.5.14 Language Selection

The primary and secondary languages for your system are set during installation.
However, they can be changed at any time using System — Language. The primary
language set in YaST applies to the entire system, including YaST and the desktop en-
vironment. This is the language you expect to use most of the time. Secondary languages
are languages that are sometimes needed by users for a variety of purposes, such as
desktop language or word processing.
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Figure 7.6 Setting the Language
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Select the main language to use for your system in Primary Language. To adjust the
keyboard or time zone to this setting, enable Adapt Keyboard Layout or Adapt Time
Zone.

Set how locale variables are set for the root user with Details. Also use Details to set
the primary language to a dialect not available in the main list. These settings are written
into the file /etc/sysconfig/language.

7.6 Network Devices

All network devices connected to the system must be initialized before they can be used
by a service. The detection and configuration of these devices is done in the module
group Network Devices.

7.6.1 DSL, ISDN, Modem, or Network Card

To configure a DSL, ISDN, or network interface or a modem, select the appropriate
module from the Network Devices section. For a device that is detected automatically,
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select it from the list then click Edit. If your device has not been detected, click Add
and select it manually. To edit an existing device, select it then click Edit. For more
detailed information, see Section 29.4, “Configuring a Network Connection with YaST”
(page 594). For wireless network interfaces, see Chapter 28, Wireless Communication
(page 549).

TIP: CDMA and GPRS Modems

You can configure supported CDMA and GPRS modems as regular modems in
the YaST modem module.

7.6.2 Fax

Configure a fax system with Network Devices — Fax. Set up the fax system for one or
more users, but each user must have a unique fax number. When adding or editing
users, configure the username, fax numbers, outgoing MSN, station ID, headline, and
desired action.

7.6.3 Phone Answering Machine

Configure your SUSE Linux Enterprise system to function as a telephone answering
machine with Network Devices — Phone Answering Machine. Configure it for one or
more users, but each user must have a unique telephone number. When adding or editing
users, configure the username, telephone numbers, delay, duration, and desired action.
Assign a PIN (personal identification number) to provide the user with remote access
to the machine.

7.7 Network Services

This group contains tools to configure all kinds of services in the network. These include
name resolution, user authentication, and file services.
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7.7.1 Mail Transfer Agent

You can configure your mail settings in Network Services - Mail Transfer Agent if
you send your e-mail with sendmail, postfix, or the SMTP server of your provider. You
can fetch mail via the fetchmail program, for which you can also enter the details of
the POP3 or IMAP server of your provider. Alternatively, use a mail program of your
choice, such as KMail or Evolution, to set your access data. In this case, you do not
need this module.

To configure your mail with YaST, specify the type of your connection to the Internet
in the first dialog. Choose one of the following options:

Permanent
Select this option if you have a dedicated line to the Internet. Your machine is online
permanently, so no dial-up is required. If your system is part of a local network
with a central e-mail server, select this option to ensure permanent access to your
e-mail messages.

Dial-Up
This item is relevant for users who have a computer at home, are not located in a
network, and occasionally connect to the Internet.

No Connection
If you do not have access to the Internet and are not located in a network, you
cannot send or receive e-mail.

Activate virus scanning for your incoming and outgoing e-mail with AMaViS by select-
ing that option. The package is installed automatically as soon as you activate the mail
filtering feature. In the following dialogs, specify the outgoing mail server (usually the
SMTP server of your provider) and the parameters for incoming mail. Set the diverse
POP or IMAP servers for mail reception by various users. Using this dialog, you can
also assign aliases, use masquerading, or set up virtual domains. Click Finish to exit
the mail configuration.

7.7.2 Other Available Services

Many other network modules are available in YaST Network Services.
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DNS and Hostname

Use this module to configure the hostname and DNS if these settings were not al-
ready made while configuring the network devices. Also use it to change the host-
name and domain name. If the provider has been configured correctly for DSL,
modem, or ISDN access, the list of name servers contains the entries that were ex-
tracted automatically from the provider data. If you are located in a local network,
you might receive your hostname via DHCP, in which case you should not modify
the name.

Hostnames
‘When booting and in small networks, you can use Hostnames for hostname resolu-
tion instead of DNS. The entries in this module reflect the data of the file /etc/
hosts. For more information, read Section “ /etc/hosts ” (page 618).

Kerberos Client
If you have a Kerberos server in your network for network authentication, use
Kerberos Client.

LDAP Client
If using LDAP for user authentication in the network, configure the client in LDAP
Client. Information about LDAP and a detailed description of the client configuration
with YaST are available in Section 34.3, “Configuring an LDAP Client with YaST”
(page 658).

NEFS Client
With NFS client, mount directories provided by NFS server in your own file trees.
Use NFS Client to configure your system to access an NFES server in the network.
A description of the YaST module and background information about NFS are
provided in Chapter 36, Sharing File Systems with NFS (page 681).

NIS Client
If you run NIS server to administer user data on a central place and distribute it to
the clients, configure the client here. Detailed information about NIS client and
configuration with YaST is available in Section 32.1, “Configuring NIS Clients”
(page 641).

NTP Client
NTP (network time protocol) is a protocol for synchronizing hardware clocks over
a network. Information about NTP and instructions for configuring it with YaST
are available in Chapter 31, Time Synchronization with NTP (page 635).
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Network Services (xinetd)

Configure the network services (such as finger, talk, and fip) to start when SUSE
Linux Enterprise boots using Network Services. These services enable external
hosts to connect to your computer. Various parameters can be configured for every
service. By default, the master service that manages the individual services (inetd
or xinetd) is not started.

When this module starts, choose whether to start inetd or xinetd. The selected
daemon can be started with a standard selection of services. Alternatively, compose
your own selection of services with Add, Delete, and Edit.

WARNING: Configuring Network Services (xinetd)

The composition and adjustment of network services on a system is a
complex procedure that requires a comprehensive understanding of the
concept of Linux services. The default settings are usually sufficient.

Proxy

Configure Internet proxy client settings in Proxy. Click Enable Proxy then enter
the desired proxy settings. You can test these settings by clicking Test Proxy Set-
tings. A small window informs you whether your proxy settings work correctly.
After your settings have been entered and tested, save them by clicking Accept.

Remote Administration

To administer your machine remotely from another machine, use Remote Adminis-
tration. To maintain your system remotely, use a VNC client, such as krdc, or a
Java-enabled browser. Although remote administration using VNC is simple and
fast, it is less secure than using SSH, so you should always keep this in mind when
using a VNC server. Find detailed information about installing with a VNC client
in Section 4.1.1, “Simple Remote Installation via VNC—Static Network Configu-
ration” (page 60).

Allow remote administration by selecting Allow Remote Administration in Remote
Administration Settings. Selecting Do Not Allow Remote Administration disables
this function. Click Open Port in Firewall to allow access to your computer.
Clicking Firewall Details displays network interfaces with open ports in the firewall.
Select the desired interface and click OK to return to the main dialog. Click Accept
to complete the configuration.
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The YaST Remote Administration module is highly recommended for configuring
VNC on your machine. Although the SaX2 interface also allows you to set remote
access properties, it is not a substitute for YaST. It only enables you to configure
your X server as a host for VNC sessions. For more information, refer to Sec-
tion 7.13.6, “Remote Access Properties” (page 182).

Routing
Use Routing to configure the paths data takes over the network. In most cases, only
enter the IP address of the system through which to send all data in Default Gateway.
To create more complicated configurations, use Expert Configuration.

Windows Domain Membership
In a heterogeneous network consisting of Linux and Windows hosts, Samba controls
the communication between the two worlds. With the Samba Client module, you
can configure your computer as member of a Windows domain. Find information
about Samba and the configuration of clients in Chapter 35, Samba (page 669).

7.8 AppArmor

Novell AppArmor is designed to provide easy-to-use application security for both
servers and workstations. Novell AppArmor is an access control system that lets you
specify which files each program may read, write, and execute. To enable or disable
Novell AppArmor on your system, use AppArmor Control Panel. Information about
Novell AppArmor and a detailed description of the configuration with YaST are
available in Novell AppArmor 2.0 Administration Guide (*Novell AppArmor 2.0 Ad-
ministration Guide).

7.9 Security and Users

A basic aspect of Linux is its multiuser capability. Consequently, several users can
work independently on the same Linux system. Each user has a user account identified
by a login name and a personal password for logging in to the system. All users have
their own home directories where personal files and configurations are stored.
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7.9.1 User Management

Create and edit users with Security and Users — User Management. It provides an
overview of users in the system, including NIS, LDAP, Samba, and Kerberos users if
requested. If you are part of an extensive network, click Set Filter to list all users cate-
gorically (for example, root or NIS users). You can also customize filter settings by
clicking Customize Filter.

To add new users, click Add and enter the appropriate data. Complete the addition by
clicking Accept. The new user can immediately log in using the newly created login
name and password.

TIP: Autologin

If you are the only user of your system, you can configure autologin. Autologin
automatically logs a user into the system after it starts. To activate autologin,

select the user from the list of users and click Login Settings. Then choose Au-
tologin and click OK.

Disable user login with the corresponding option. Fine-tune user profiles in Details.
Here, manually set the user ID, home directory, default login shell, and assign the new
user to specific groups. Configure the validity of the password in Password Settings.
Click Accept to save all changes.

To delete a user, select the user from the list and click Delete. Then mark whether to
delete the home directory and click Yes to confirm.

For advanced user administration, use Expert Options to define the default settings for
the creation of new users. Select the user authentication method (such as NIS, LDAP,
Kerberos, or Samba), login settings (only with KDM or GDM), and the algorithm for
password encryption. Default for New Users and Password Encryption apply only to
local users. Authentication and User Sources provides a configuration overview and
the option to configure the client. Advanced client configuration is also possible using
this module. After accepting the configuration, return to the initial configuration
overview. Click Write Changes Now to save all changes without exiting the configuration
module.
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7.9.2 Group Management

To create and edit groups, select Security and Users - Group Management or click
Groups in the user administration module. Both dialogs have the same functionality,
allowing you to create, edit, or delete groups.

The module gives an overview of all groups. As in the user management dialog, change
filter settings by clicking Set Filter.

To add a group, click Add and fill in the appropriate data. Select group members from
the list by checking the corresponding box. Click Accept to create the group. To edit a
group, select the group to edit from the list and click Edit. Make all necessary changes
then save them with Accept. To delete a group, simply select it from the list and click
Delete.

Click Expert Options for advanced group management. Find more about these options
in Section 7.9.1, “User Management” (page 164).

7.9.3 Local Security

To apply a set of security settings to your entire system, use Security and Users —
Local Security. These settings include security for booting, login, passwords, user cre-
ation, and file permissions. SUSE Linux Enterprise offers three preconfigured security
sets: Home Workstation, Networked Workstation, and Networked Server. Modify the
defaults with Details. To create your own scheme, use Custom Settings.

The detailed or custom settings include:

Password Settings
To have new passwords checked by the system for security before they are accepted,
click Check New Passwords and Test for Complicated Passwords. Set the minimum
password length for newly created users. Define the period for which the password
should be valid and how many days in advance an expiration alert should be issued
when the user logs in to the text console.

Boot Settings
Set how the key combination +[Alt] + should be interpreted by selecting
the desired action. Normally, this combination, when entered in the text console,
causes the system to reboot. Do not modify this setting unless your machine or
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server is publicly accessible and you are afraid someone could carry out this action
without authorization. If you select Stop, this key combination causes the system
to shut down. With Ignore, this key combination is ignored.

If you use the KDE login manager (KDM), set permissions for shutting down the
system in Shutdown Behavior of KDM. Give permission to Only root (the system
administrator), All Users, Nobody, or Local Users. If Nobody is selected, the system
can only be shut down from the text console.

Login Settings

Typically, following a failed login attempt, there is a waiting period lasting a few
seconds before another login is possible. This makes it more difficult for password
sniffers to log in. Optionally activate Record Successful Login Attempts and Allow
Remote Graphical Login. If you suspect someone is trying to discover your pass-
word, check the entries in the system log files in /var/1log. To grant other users
access to your graphical login screen over the network, enable Allow Remote
Graphical Login. Because this access possibility represents a potential security
risk, it is inactive by default.

User Addition

Every user has a numerical and an alphabetical user ID. The correlation between
these is established using the file /et c/passwd and should be as unique as pos-
sible. Using the data in this screen, define the range of numbers assigned to the
numerical part of the user ID when a new user is added. A minimum of 500 is
suitable for users. Automatically generated system users start with 1000. Proceed
in the same way with the group ID settings.

Miscellaneous Settings

To use predefined file permission settings, select Easy, Secure, or Paranoid. Easy
should be sufficient for most users. The setting Paranoid is extremely restrictive
and can serve as the basic level of operation for custom settings. If you select
Paranoid, remember that some programs might not work correctly or even at all,
because users no longer have permission to access certain files.

Also set which user should launch the updatedb program, if installed. This pro-
gram, which automatically runs on a daily basis or after booting, generates a
database (locatedb) in which the location of each file on your computer is stored.
If you select Nobody, any user can find only the paths in the database that can be
seen by any other (unprivileged) user. If root is selected, all local files are indexed,
because the user root, as superuser, may access all directories. Make sure that
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the options Current Directory in root's Path and Current Directory in Path of
Regular Users are deactivated. Only advanced users should consider using these
options because these settings may pose a significant security risk if used incorrectly.

To have some control over the system even if it crashes, click Enable Magic SysRq
Keys.

Click Finish to complete your security configuration.

7.9.4 Firewall

SuSEfirewall2 can protect your machine against attacks from the Internet. Configure
it with Security and Users — Firewall. Find detailed information about SuSEfirewall2
in Chapter 38, Masquerading and Firewalls (page 709).

TIP: Automatic Activation of the Firewall

YaST automatically starts a firewall with suitable settings on every configured
network interface. Start this module only if you want to reconfigure the firewall
with custom settings or deactivate it.

7.10 Miscellaneous

The YaST Control Center has several modules that cannot easily be classified into the
first six module groups. They can be used for things like viewing log files and installing
drivers from a vendor CD.

7.10.1 Autoinstallation

The part of SUSE Linux Enterprise is the AutoYaST tool for automated installation.
In Miscellaneous — Autoinstallation, prepare profiles for this tool. Find detailed infor-
mation about automated installation with AutoYaST in Chapter 5, Automated Installation
(page 95). Information about using the Autoinstallation module is provided in Sec-
tion 5.1.1, “Creating an AutoYaST Profile” (page 96).
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7.10.2 Support Query

Miscellaneous — Support Query offers the possibility to collect all system information
needed by the support team to find your problem so you can get help to solve it as soon
is possible. Regarding your query, select the problem category in the following window.
When all information is gathered, attach it to your support request.

7.10.3 Release Notes

The release notes are an important source about installation, update, configuration, and
technical issues. The release notes are continuously updated and published through
online update. Use Miscellaneous — Release Notes to view the release notes.

7.10.4 Start-Up Log

View information concerning the start-up of the computer in Miscellaneous — Start-
Up Log. This is one of the first places you might want to look when encountering
problems with the system or when troubleshooting. It shows the boot log /var/log/
boot .msg, which contains the screen messages displayed when the computer starts.
Viewing the log can help determine if the computer started properly and if all services
and functions were started correctly.

7.10.5 System Log

Use Miscellaneous — System Log to view the system log that keeps track of the opera-
tions of your computer in var/log/messages. Kernel messages, sorted according
to date and time, are also recorded here. View the status of certain system components
using the box at the top. The following options are possible from the system log and
boot log modules:

/var/log/messages
This is the general system log file. Here, view kernel messages, users logging in
as root, and other useful information.
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/proc/cpuinfo
This displays processor information, including its type, make, model, and perfor-
mance.

/proc/dma
This shows which DMA channels are currently being used.

/proc/interrupts
This shows which interrupts are in use and how many of each have been in use.

/proc/iomem
This displays the status of input/output memory.

/proc/ioports
This shows which I/O ports are in use at the moment.

/proc/meminfo
This displays memory status.

/proc/modules
This displays the individual modules.

/proc/mounts
This displays devices currently mounted.

/proc/partitions
This shows the partitioning of all hard disks.

/proc/version
This displays the current version of Linux.

/var/log/YaST2/y2log
This displays all YaST log messages.

/var/log/boot.msg
This displays information concerning the start-up of the system.

/var/log/faillog
This displays login failures.

/var/log/warn
This displays all system warnings.
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7.10.6 Vendor Driver CD

Install device drivers from a Linux driver CD that contains drivers for SUSE Linux
Enterprise with Miscellaneous — Vendor Driver CD. When installing SUSE Linux
Enterprise from scratch, use this YaST module to load the required drivers from the
vendor CD after the installation.

7.11 YaST in Text Mode

When YaST is started in text mode, the YaST Control Center appears first. See Fig-
ure 7.7, “Main Window of YaST in Text Mode” (page 170). The main window consists
of three areas. The left frame, which is surrounded by a thick white border, features the
categories to which the various modules belong. The active category is indicated by a
colored background. The right frame, which is surrounded by a thin white border, pro-
vides an overview of the modules available in the active category. The bottom frame
contains the buttons for Help and Exit.

Figure 7.7 Main Window of YaST in Text Mode

ntrol Center
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Installation (Xen)

When the YaST Control Center is started, the category Software is selected automati-
cally. Use[|]and|1]to change the category. To start a module from the selected category,
press [—]. The module selection now appears with a thick border. Use [ ]and[1]to select
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the desired module. Keep the arrow keys pressed to scroll through the list of available
modules. When a module is selected, the module title appears with a colored background
and a brief description is displayed in the bottom frame.

Press to start the desired module. Various buttons or selection fields in the module
contain a letter with a different color (yellow by default). Use [Alt] + to select
a button directly instead of navigating there with [Tab]. Exit the YaST Control Center

by pressing the Exit button or by selecting Exit in the category overview and pressing

[Ener].

7.11.1 Navigation in Modules

The following description of the control elements in the YaST modules assumes that
all function keys and key combinations work and are not assigned different global
functions. Read Section 7.11.2, “Restriction of Key Combinations” (page 172) for infor-
mation about possible exceptions.

Navigation among Buttons and Selection Lists

Use and [Alt]+ or +[Tab]to navigate among the buttons and the frames
containing selection lists.

Navigation in Selection Lists
Use the arrow keys ([1] and []) to navigate among the individual elements in an
active frame containing a selection list. If individual entries within a frame exceed
its width, use +[=]or + [<] to scroll horizontally to the right and left.
Alternatively, use +[E]or[ctrl]+ [A]. This combination can also be used if using
or [«] would result in changing the active frame or the current selection list, as
in the Control Center.

Buttons, Radio Buttons, and Check Boxes
To select buttons with empty square brackets (check boxes) or empty parentheses
(radio buttons), press or [Enter]. Alternatively, radio buttons and check boxes
can be selected directly with [Alt] + [yellow_letter]. In this case, you do not need to
confirm with [Enter]. If you navigate to an item with [Tab], press to execute the
selected action or activate the respective menu item.

Function Keys
The F keys ([F1]to enable quick access to the various buttons. Which function
keys are actually mapped to which buttons depends on the active YaST module,
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because the different modules offer different buttons (Details, Info, Add, Delete,
etc.). Use for OK, Next, and Finish. Press [F1]to access the YaST help, which
shows the functions mapped to the individual F keys.

Figure 7.8 The Sofiware Installation Module
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7.11.2 Restriction of Key Combinations

If your window manager uses global [Alt] combinations, the [Alt] combinations in YaST
might not work. Keys like or can also be occupied by the settings of the termi-
nal.

Replacing [Alt] with
shortcuts can be executed with [Esc] instead of [Alt]. For example, [Esc] + [H] re-
places [Alt] +[H].

Backward and Forward Navigation with +[F]and +
If the [Alt] and combinations are occupied by the window manager or the ter-
minal, use the combinations + [F] (forward) and + [B] (backward) instead.
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Restriction of Function Keys
The F keys are also used for functions. Certain function keys might be occupied
by the terminal and may not be available for YaST. However, the key combi-
nations and function keys should always be fully available on a pure text console.

7.11.3 Starting the Individual Modules

To save time, the individual YaST modules can be started directly. To start a module,
enter:

yast <module_name>

View a list of all module names available on your system with yast -1 or yast
——1ist. Start the network module, for example, with yast lan.

7.12 Update from the Command Line

SUSE Linux Enterprise comes with a new command line tool for installing and updating
packages, rug. It works with the rcd daemon to install, update, and remove software
according to the commands given. It can install software from local files or from servers.
You may use one or more remote servers, known as services. Supported services are
mount for local files and yum or ZENworks for servers.

rug sorts software from services into catalogs (also known as channels), groups of
similar software. For example, one catalog might contain software from an update
server and another some software from a third-party software vendor. Subscribe to in-
dividual catalogs to control the display of available packages and prevent the accidental
installation of unwanted software. Operations are normally performed only on software
from catalogs to which you are subscribed.

The most commonly used command is rug update, which downloads and installs
patches in catalogs to which you are subscribed. If you only want to update software,
this is the only command you need. To obtain a list of all packages from one catalog,
use rug pa catalogname. Replace catalogname with name of your catalog.
To list all available services, use rug s1. Some other useful rug commands and their
functions are shown in Table 7.1, “rug Commands” (page 174).
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Table 7.1 rug Commands

Command Function

ca List the catalogs

sa Add a service

reg Register a service

sub Subscribe to a catalog
refresh Refresh the lists of patches

7.12.1 rug User Management

One of the biggest advantages of rug is user management. Normally only root can
update or install new packages. With rug, you can distribute the right to update the
system to other users and restrict them, for example, only to the update right without
the possibility to remove software. Privileges you can grant are:

install
User may install new software

lock
User may set package locks

remove
User may remove software

subscribe
User may change channel subscriptions

trusted
User is considered trusted, so may install packages without package signatures

upgrade
User may update software packages
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view
This allows the user to see which software is installed on the machine and which
software is in available channels. The option is relevant only to remote users, local
users are normally permitted to view installed and available packages.

superuser
Permits all rug commands except user management and settings, which must be
done locally.

To give a user permission to update the system, use the command rug ua
username upgrade. Replace username with the name of the user. To revoke the
privileges of a user, use command rug ud username. To list users with their rights,
use rug ul.

To change the current privileges of a user, use rug ue username. Replace username
with name of the desired user. The edit command is interactive. It lists privileges of the
selected user and the offers you a prompt. Enter the plus (+) or minus (-) symbol and
the name of the privilege then press [Enter|. For example, to permit the user to delete
software, enter +remove. To save and quit, press on a blank line.

7.12.2 Scheduling Updates

Using rug, the system can be updated automatically, for example, with scripts. The
simplest example is the fully automatic update. To do this, as root configure a cron
job that executes rug up -y.The up -y option downloads and installs the patches
from your catalogs without confirmation.

However, you may not want the patches installed automatically. Instead, you may want
to retrieve the patches and select the patches for installation at a later time. To download
patches only, use the command rug up —-dy. The up -dy option downloads the
patches from your catalogs without confirmation and saves them to the rug cache. The
default location of the rug cache is /var/cache/redcarpet.

7.12.3 Configuring rug

rug comes with many preferences to provide the update functionality in different network
configurations. To list the preferences that may be set, use rug get. To set a preference
variable, enter rug set. For example, adjust settings if you need to update your system,
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but the computer is behind a proxy server. Before downloading updates, send your
username and password to the proxy server. To do so, use the commands:
rug set proxy-url url_path

rug set proxy-username name
rug set proxy-password password

Replace ur1_path with the name of your proxy server. Replace name with your
username. Replace password with your password.

7.12.4 For More Information

For more information about updating from the command line, enter rug ——help or
see the rug (1) man page. The ——he1p option is also available for all rug commands.
If, for example, you want to read help for rug update, enter rug update —-help.

7.13 SaX2

Configure the graphical environment of your system with Hardware — Graphics Card
and Monitor. This opens the SUSE Advanced X11 Configuration interface (SaX2),
where you can configure devices such as your mouse, keyboard, or display devices.
This interface can also accessed from the main menu by clicking System — Configura-
tion - SaX2.

7.13.1 Card and Monitor Properties

Adjust the settings for your graphics card and display device in Card and Monitor
Properties. If you have more than one graphics card installed, each device is shown in
a separate dialog reachable by a tab. At the top of the dialog, see the current settings
for the selected graphics card and the monitor that is attached to it. If more than one
screen can be connected to the card (dual head), the monitor on the primary output is
shown. Normally, the card and display device are detected automatically by the system
during installation. However, you can tune many parameters manually or even change
the display device completely.
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Figure 7.9 Card and Monitor Properties
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TIP: Autodetecting New Display Hardware

If you change your display hardware after installation, use sax2 -r on the
command line to cause SaX2 to detect your hardware. You must be root to
run SaX2 from the command line.

Graphics Card

It is not possible to change the graphics card because only known models are supported
and these are detected automatically. However, you can change many options that affect
the behavior of the card. Normally, this should not be necessary because the system
already has set them up appropriately during installation. If you are an expert and want
to tweak some of the options, click Options next to the graphics card and select the
option to change. To assign a value needed to a certain option, enter this value in the
dialog that appears after selecting that option. Click OK to close the options dialog.
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Monitor

To change the current settings for the monitor, click Change next to the monitor. A
new dialog opens in which to adjust various monitor-specific settings. This dialog has
several tabs for various aspects of monitor operation. Select the first tab to manually
select the vendor and model of the display device in two lists. If your monitor is not
listed, you can choose one of the VESA or LCD modes that suit your needs or, if you
have a vendor driver disk or CD, click Utility Disk and follow the instructions on the
screen to use it. Check Activate DPMS to use display power management signaling.
Display Size, with the geometrical properties of the monitor, and Sync Frequencies,
with the ranges for the horizontal and vertical sync frequencies of your monitor, are
normally set up correctly by the system, but you can modify these values manually.
After making all adjustments, click OK to close this dialog.

WARNING: Changing Monitor Frequencies

Although there are safety mechanisms, you should still be very careful when
changing the allowed monitor frequencies manually. Incorrect values might
destroy your monitor. You should always refer to the monitor's manual before
changing frequencies.

Resolution and Color Depth

The resolution and color depth can be chosen directly from two lists in the middle of
the dialog. The resolution you select here marks the highest resolution to use. All
common resolutions down to 640x480 are also added to the configuration automatically.
Depending on the graphical desktop used, you can switch to any of these later without
the need for reconfiguration.

Dual Head

If you have a graphics card with two outputs installed in your computer, you can connect
two screens to your system. Two screens that are attached to the same graphics card
are referred to as dual head. SaX2 automatically detects multiple display devices in the
system and prepares the configuration accordingly. To use the dual head mode of a
graphics card, check Activate Dual Head Mode at the bottom of the dialog and click
Configure to set the dual head options and the arrangement of the screens in the dual
head dialog.
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The tabs in the row at the top of the dialog each correspond to a graphics card in your
system. Select the card to configure and set its multihead options in the dialog below.
In the upper part of the multihead dialog, click Change to configure the additional
screen. The possible options are the same as for the first screen. Choose the resolution
to use for this screen from the list. Select one of three possible multihead modes.

Traditional Multihead
Each monitor represents an individual unit. The mouse pointer can switch between
the screens.

Cloned Multihead
In this mode, all monitors display the same contents. The mouse is only visible on
the main screen.

Xinerama Multihead
All screens combine to form a single large screen. Program windows can be posi-
tioned freely on all screens or scaled to a size that fills more than one monitor.

NOTE

Linux currently does not offer 3D support for Xinerama multihead environ-
ments. In this case, SaX2 deactivates the 3D support.

The arrangement of the dual head environment describes the sequence of the individual
screens. By default, SaX2 configures a standard layout that follows the sequence of the
detected screens, arranging all screens in a row from left to right. In the Arrangement
part of the dialog, determine the way the monitors are arranged by selecting one of the
sequence buttons. Click OK to close the dialog.

TIP: Using a Beamer with Laptop Computers

To connect a beamer to a laptop computer, activate dual head mode. In this
case, SaX2 configures the external output with a resolution of 1024x768 and
a refresh rate of 60 Hz. These values suit most beamers very well.

Multihead

If you have more than one graphics card installed in your computer, you can connect
more than one screen to your system. Two or more screens that are attached to different
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graphics cards are referred to as multihead. SaX2 automatically detects multiple
graphics cards in the system and prepares the configuration accordingly. By default,
SaX2 configures a standard layout that follows the sequence of the detected graphics
cards, arranging all screens in a row from left to right. The additional Arrangement tab
allows for changing this layout manually. Drag the icons representing the individual
screens in the grid and click OK to close the dialog.

Testing the Configuration

Click OK in the main window after completing the configuration of your monitor and
your graphics card, then test your settings. This ensures that your configuration is suitable
for your devices. If the image is not steady, terminate the test immediately by pressing
[CtriHAlt FH Backspace | and reduce the refresh rate or the resolution and color depth.

NOTE

Regardless of whether you run a test, all modifications are only activated when
you restart the X server.

7.13.2 Mouse Properties

Adjust the settings for your mouse in Mouse Properties. If you have more than one
mouse with different drivers installed, each driver is shown in a separate tab. Multiple
devices operated by the same driver are shown as one mouse. Activate or deactivate
the currently selected mouse with the check box at the top of the dialog. Below the
check box, see the current settings for that mouse. Normally, the mouse is detected
automatically, but you can change it manually if the automatic detection fails. Refer to
the documentation for your mouse for a description of the model. Click Change to select
the vendor and model from two lists then click OK to confirm your selection. In the
options part of the dialog, set various options for operating your mouse.

Activate 3-Button Emulation
If your mouse has only two buttons, a third button is emulated when you click both
buttons simultaneously.

Activate Mouse Wheel
Check this box to use a scroll wheel.
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Emulate Wheel with Mouse Button
If your mouse does not have a scroll wheel but you want to use similar functional-
ity, you can assign an additional button for this. Select the button to use. While
pressing this button, any movement of the mouse is translated into scroll wheel
commands. This feature is especially useful with trackballs.

When you are satisfied with your settings, click OK to confirm your changes.

NOTE

Any changes you make here take effect only after you restart the X server.

7.13.3 Keyboard Properties

Use this dialog to adjust the settings for operating your keyboard in the graphical envi-
ronment. In the upper part of the dialog, select the type, language layout, and variant.
Use the test field at the bottom of the dialog to check if special characters are displayed
correctly. Select additional layouts and variants to use from the list in the middle. De-
pending on the type of your desktop, these may be switched in the running system
without the need for reconfiguration. After you click OK, the changes are applied im-
mediately.

7.13.4 Tablet Properties

Use this dialog to configure a graphics tablet attached to your system. Click the
Graphics Tablet tab to select vendor and model from the lists. Currently, SUSE® Linux
Enterprise supports only a limited number of graphics tablets. To activate the tablet,
check Activate This Tablet at the top of the dialog.

In the Port and Mode dialog, configure the connection to the tablet. SaX2 enables the
configuration of graphics tablets connected to the USB port or the serial port. If your
tablet is connected to the serial port, verify the port. /dev/ttySO0 refers to the first
serial port. /dev/ttyS1 refers to the second. Additional ports use similar notation.
Choose appropriate Options from the list and select the Primary Tablet Mode suitable
for your needs.

If your graphics tablet supports electronic pens, configure them in Electronic Pens.
Add eraser and pen and set their properties after clicking Properties.
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When you are satisfied with the settings, click OK to confirm your changes.

7.13.5 Touchscreen Properties

Use this dialog to configure touchscreens attached to your system. If you have more
than one touchscreen installed, each device is shown in a separate dialog reachable by
a tab. To activate the currently selected touchscreen, check Assign a Touchscreen to
Display at the top of the dialog. Select vendor and model from the lists below and set
an appropriate Connection Port at the bottom. You can configure touchscreens connected
to the USB port or the serial port. If your touchscreen is connected to the serial port,
verify the port. /dev/ttyS0 refers to the first serial port. /dev/ttyS1 refers to the
second. Additional ports use similar notation. When you are satisfied with your settings,
click OK to confirm your changes.

7.13.6 Remote Access Properties

VNC (Virtual Network Computing) is a client-server solution that gives access a remote
X server with a slim and easy-to-use client. This client is available for a variety of op-
erating systems, including Microsoft Windows, Apple's MacOS, and Linux. Find addi-
tional information about VNC at http://www.realvnc.com/.

Use this dialog to configure your X server as a host for VNC sessions. If you want VNC
clients to connect to your X server, check Allow Access to Display Using VNC Protocol.
Set a password to restrict access to your VNC-enabled X server. Check Allow Multiple
VNC Connections if more than one VNC client should connect to the X server at the
same time. Allow HTTP access by checking Activate HTTP Access and setting the port
to be use in HTTP Port.

When you are satisfied with your settings, click OK to save your changes.

7.14 Troubleshooting

All error messages and alerts are logged in the directory /var/log/YaST2. The
most important file for finding YaST problems is y21og.
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7.15 For More Information

More information about YaST can be found on the following Web sites and directories:

* /usr/share/doc/packages/yast2—Local YaST development documen-
tation

* http://www.opensuse.org/YaST_Development—The YaST project
page in the openSUSE wiki

* http://forge.novell.com/modules/xfmod/project/
?yast—Another YaST project page
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Updating SUSE Linux
Enterprise

SUSE® Linux Enterprise provides the option of updating an existing system to the new
version without completely reinstalling it. No new installation is needed. Old data such
as home directories and system configuration, is kept intact. During the life cycle of
the product, you can apply Service Packs to increase system security and correct software
defects.

8.1 Updating SUSE Linux Enterprise

Software tends to “grow” from version to version. Therefore, take a look at the available
partition space with df before updating. If you suspect you are running short of disk
space, secure your data before updating and repartition your system. There is no general
rule of thumb regarding how much space each partition should have. Space requirements
depend on your particular partitioning profile and the software selected.

8.1.1 Preparations

Before updating, copy the old configuration files to a separate medium, such as
streamer, removable hard disk, USB stick, or ZIP drive, to secure the data. This primar-
ily applies to files stored in /et c as well as some of the directories and files in /var
and /opt. You may also want to write the user data in /home (the HOME directories)
to a backup medium. Back up this data as root. Only root has read permission for
all local files.
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Before starting your update, make note of the root partition. The command df / lists
the device name of the root partition. In Example 8.1, “List with df -h” (page 186),
the root partition to write down is /dev/hda3 (mounted as /).

Example 8.1 List with df -h

Filesystem Size Used Avail Use% Mounted on
/dev/hda3 74G 22G 53G  29% /

tmpfs 506M 0 506M 0% /dev/shm
/dev/hda5 116G 5.8G 111G 5% /home
/dev/hdal 39G 1.6G 37G 4% /windows/C
/dev/hda2 4.6G 2.6G 2.1G 57% /windows/D

8.1.2 Possible Problems

If you update a default system from the previous version to this version, YaST works
out necessary changes and performs them. Depending on your customizations, some
steps or the entire update procedure may fail and you must resort to copying back your
backup data. Check the following issues before starting the system update.

Checking passwd and group in /etc

Before updating the system, make sure that /et c/passwdand /etc/group donot
contain any syntax errors. For this purpose, start the verification utilities pwck and
grpck as root and eliminate any reported errors.

PostgreSQL

Before updating PostgreSQL (postgres), dump the databases. See the manual page
of pg_dump. This is only necessary if you actually used PostgreSQL prior to your
update.

8.1.3 Updating with YaST

Following the preparation procedure outlined in Section 8.1.1, “Preparations” (page 185),
you can now update your system:

1 Optionally, prepare an installation server. For background information, see Sec-
tion 4.2.1, “Setting Up an Installation Server Using YaST” (page 68).
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2 Boot the system as for the installation, described in Section 3.1, “System Start-
Up for Installation” (page 33). In YaST, choose a language and select Update
in the Installation Mode dialog. Do not select New Installation.

3 YaST determines whether there are multiple root partitions. If there is only one,
continue with the next step. If there are several, select the right partition and
confirm with Next (/dev/hda3 was selected in the example in Section 8.1.1,
“Preparations” (page 185)). YaST reads the old £ st ab on this partition to analyze
and mount the file systems listed there.

4 In the Installation Settings dialog, adjust the settings according to your require-
ments. Normally, you can leave the default settings untouched, but if you intend
to enhance your system, check the packages offered in the Software Selection
submenus or add support for additional languages.

You also have the possibility to make backups of various system components.
Selecting backups slows down the update process. Use this option if you do not
have a recent system backup.

5 Inthe following dialog, choose to update only the software that is already installed
or to add new software components to the system (upgrade mode). It is advisable
to accept the suggested composition. Adjustments can be made later with YaST.

8.2 Installing Service Packs

Use Service Packs to update a SUSE Linux Enterprise installation. There are several
different ways in which you can apply a Service Pack. You can either update the existing
installation or start a whole new installation using the Service Pack media. Possible
scenarios for updating the system and setting up a central network installation source
are described here.

TIP

Read the installation instructions on the Service Pack media for further changes.

Updating SUSE Linux Enterprise

187



188

8.2.1 Setting Up a Network Installation
Source for Service Pack Media

As with the initial installation of SUSE Linux Enterprise, it is much more efficient
having a central installation source on your network to serve all clients rather than in-
stalling all of them separately using a set of physical media.

Configuring a Network Installation Source on SUSE
Linux Enterprise Using YaST

Basically, follow the procedure outlined in Section 4.2.1, “Setting Up an Installation
Server Using YaST” (page 68). Just add another installation source called SLE-10-
SP-x-arch, SLES-10-SP-x-arch, or SLED-10-SP-x-arch (where x is the number
of the Service Pack and arch is the name of your hardware architecture) and make it
available via NFS, HTTP, or FTP.

Setting Up a Network Installation Source Manually

The procedure for manual setup of a network installation source is very similar to the
one described in Section 4.2.2, “Setting Up an NFS Installation Source Manually”
(page 70). A few minor changes must be applied to the procedures for setting up FTP,
HTTP, and SMB installation sources.

When copying the installation media, proceed as follows:

1 Loginas root.

2 Change to the directory that is already holding the original installation media (in
this example, in /install/sle as SLE-10-arch/CD1) by entering

cd /install/sle

3 Create a new subdirectory called, for example, SLE-10-SP-x-arch (replacing
x with the number of the SP and a rch with the name of your hardware architec-
ture) by entering

mkdir SLE-10-SP-x-arch
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4 Copy the contents of each SP installation medium to its own subdirectory. Once
done the directory hierarchy is as follows:
/install/sle/SLE-10-arch/CD1
/CD2
/CD3
/CD4
/install/sle/SLE-10-SP-x-arch/CD1
/CD2
/CD3

5 InSLE-10-arch/CD1, create a file called add_on_products. The contents
of add_on_products determines which Service Pack should be added to
your SUSE Linux Enterprise 10 as an add-on product. The format of the file is
as follows:

media_url [path_on_media [product_1 [product_2 [....]]]
For example, if you want to offer the SP via NFS from sun.example.com

write the following in add_on_products (specifying path_on_media,
product_1, etc., is not required for Service Packs):

nfs://sun.example.com/install/sle/SLE-10-SP-x-arch/CD1

Replace x with the actual number of the Service Pack and arch with the name
of your architecture.

6 Make the sources available via NFS, FTP, or HTTP as described in Section 4.2,
“Setting Up the Server Holding the Installation Sources” (page 68).

8.2.2 Installing a Service Pack

NOTE

To update an existing SUSE Linux Enterprise 10 system to a SUSE Linux Enterprise
10 Service Pack (SP), see Section 8.2.3, “Updating to a Service Pack” (page 193).

Installing a SUSE Linux Enterprise Service Pack is very similar to installing the original
SUSE Linux Enterprise media. As with the original installation, you can choose between
installing from a local CD or DVD drive or from a network server. For more information
about both these possibilities, see Section 3.1.2, “Selecting the Source of the Installation
Data” (page 34).
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Installing from a Local CD or DVD Drive

Before starting a new installation of a SUSE Linux Enterprise SP, ensure that the fol-
lowing prerequisite items are available:

+ The original SUSE Linux Enterprise installation media (CDs or DVD)
+ All of the Service Pack installation media (CDs or DVD)

There are two ways to install an SUSE Linux Enterprise SP system from scratch: either
boot from the original installation medium and register the Service Pack as an add-on
product as outlined in Booting from the Original Installation Medium (page 190) or boot
from the SP medium and insert the original media, when YaST asks for them—see
Booting from the Service Pack Medium (page 190).

Procedure 8.1 Booting from the Original Installation Medium

1 Insert the original SUSE Linux Enterprise 10 boot medium and boot your machine.
For detailed information, see Section 3.1, “System Start-Up for Installation”

(page 33).

2 Inthe YaST, Installation Mode dialog, select New Installation and activate Include
Add-On Products from Separate Media.

3 YaST asks you to register the SP medium as an add-on product. Once done, run
the regular installation as described in Chapter 3, Installation with YaST (page 33).

Procedure 8.2 Booting from the Service Pack Medium

1 Insert the first SUSE Linux Enterprise SP medium (CD or DVD number 1) and
boot your machine. A boot screen similar to the original installation of SUSE
Linux Enterprise 10 is displayed.

2 Select Installation to boot the SP kernel. The kernel loads. Wait until you are
prompted to insert CD1 of the product.

3 Insert the original SUSE Linux Enterprise 10 installation medium number 1 then
click OK to run the regular installation.

4 Accept the license agreement then select a language, default desktop, and other
installation settings.
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5 Click Yes, Install to start the installation.

6 Insert the appropriate media when prompted. Both the SP media and the original
product media are required, depending on the software installed.

7 Continue as usual with the installation (entering a password for root, completing
the network configuration, testing your Internet connection, activating the ZEN-
works® Online Update Service, selecting the user authentication method, and
entering a username and password).

For instructions on installing SLED, see the SUSE Linux Enterprise Desktop 10
Installation Quick Start [http://www.novell.com/documentation/
sledl0/]orquickstart—en.pdf attheroot of the SUSE Linux Enterprise
Desktop CD 1 or DVD.

Network Installation

Before starting a network installation of an SUSE Linux Enterprise SP, make sure that
the following requirements are met:

+ A network installation source set up according to Section 8.2.1, “Setting Up a
Network Installation Source for Service Pack Media” (page 188).

+ A working network connection both on the installation server and the target machine
that includes a name service, DHCP (optional, but needed for PXE boot), and
OpenSLP (optional).

+ The SUSE Linux Enterprise SP CD or DVD number 1 to boot the target system or
a target system set up for PXE boot according to Section 4.3.5, “Preparing the
Target System for PXE Boot” (page 86).

Network Installation—Boot from CD or DVD

To perform a network installation using the SP CD or DVD as the boot medium, proceed
as follows:

1 Insert the SUSE Linux Enterprise SP CD or DVD number 1 and boot your ma-
chine. A boot screen similar to the original installation of SUSE Linux Enterprise
10 is displayed.
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2 Select Installation to boot the SP kernel from CD, then use [F3] to enable Further
Options, and finally [F4] to select a type of network installation source (FTP,
HTTP, NFS, or SMB).

3 Provide the appropriate path information or select SLP as the installation source.

4 Select the appropriate installation server from those offered or use the boot options
prompt to provide the type of installation source and its actual location as in
Section “Installing from a Network Server” (page 35). YaST starts.

5 Accept the license agreement then select a language, default desktop, and other
installation settings.

6 Click Yes, Install to start the installation.

7 Continue as usual with the installation (entering a password for root, completing
the network configuration, testing your Internet connection, activating the Online
Update service, selecting the user authentication method, and entering a username
and password).

For detailed instructions for installing SUSE Linux Enterprise, see Chapter 3,
Installation with YaST (page 33).

Network Installation—PXE Boot

To perform a network installation of a SUSE Linux Enterprise Service Pack via network,
proceed as follows:

1 Adjust the setup of your DHCP server to provide the address information needed
for PXE boot according to Section 4.3.5, “Preparing the Target System for PXE
Boot” (page 86).

2 Setup a TFTP server to hold the boot image needed for PXE boot.

Use the first CD or DVD of your SUSE Linux Enterprise Service Pack for this
and otherwise follow the instructions in Section 4.3.2, “Setting Up a TFTP
Server” (page 79).

3 Prepare PXE boot and Wake-on-LAN on the target machine.
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4 Initiate the boot of the target system and use VNC to remotely connect to the
installation routine running on this machine. See Section 4.5.1, “VNC Installation”
(page 92) for more information.

5 Accept the license agreement then select a language, default desktop, and other
installation settings.

6 Click Yes, Install to start the installation.

7 Continue as usual with the installation (entering a password for root, completing
the network configuration, testing your Internet connection, activating the Online
Update service, selecting the user authentication method, and entering a username
and password).

For detailed instructions for installing SUSE Linux Enterprise, see Chapter 3,
Installation with YaST (page 33).

8.2.3 Updating to a Service Pack

You need access to the original SUSE Linux Enterprise 10 CDs or DVD to complete
the update.

1 In arunning SUSE Linux Enterprise system, insert the SUSE Linux Enterprise
SP CD or DVD number 1 into your CD drive then click Yes when the hardware
detection notice appears.

If the boot medium is not detected automatically, try reinserting it. If autodetection
continues to fail, select System — Administrator Settings — Software — Patch
CD Update.

2 Ifyouare not logged in as root, enter the root password when prompted. The
Online Update dialog appears.

3 Click Next to begin the update process. Download and Installation Log tracks
the update progress.

4 When prompted for the Patch CD CD?2, insert SUSE Linux Enterprise SP CD2
then click OK. This prompt does not appear if you are updating from a DVD.
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5 Click Finish when you see Installation Finished reported near the end of the
progress log.

8.3 Software Changes from Version 9
to Version 10

The individual aspects changed from version 9 to version 10 are outlined in the following
in detail. This summary indicates, for example, whether basic settings have been com-
pletely reconfigured, whether configuration files have been moved to other places, or
whether common applications have been significantly changed. Significant modifications
that affect the daily use of the system at either the user level or the administrator level
are mentioned here.

8.3.1 Multiple Kernels

It is possible to install multiple kernels side by side. This feature is meant to allow ad-
ministrators to upgrade from one kernel to another by installing the new kernel, verifying
that the new kernel works as expected, then uninstalling the old kernel. While YaST
does not yet support this feature, kernels can easily be installed and uninstalled from
the shell using rom -i package.rpm.

The default boot loader menus contain one kernel entry. Before installing multiple
kernels, it is useful to add an entry for the extra kernels, so they can be selected easily.
The kernel that was active before installing the new kernel can be accessed as vmlinuz
.previousand initrd.previous. By creating a boot loader entry similar to the
default entry and having this entry refer to vml inuz.previous and initrd
.previous instead of vmlinuz and initrd, the previously active kernel can be
accessed. Alternatively, GRUB and LILO support wild card boot loader entries. Refer
to the GRUB info pages (info grub)andtothe 1ilo.conf(5) manual page for
details.

8.3.2 Changes with Kernel Modules

The following kernel modules are no longer available:
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e km_fcdsl—AVM Fritz!Card DSL
* km_fritzcapi—AVM FRITZ! ISDN Adapters
The following kernel module package was changed internally:

* km_wlan—Various drivers for wireless LAN cards. The madwifi driver for
Atheros WLAN cards from km_wlan was removed. madwifi is available as a
stand-alone package.

For technical reasons, it was necessary to drop support for Ralink WLAN cards. The
following modules were not part of the distribution and will not be added in the future:

+ ati-fglrx—ATI FireGL Graphics Cards
* nvidia-gfx—NVIDIA gfx driver

* km_smartlink-softmodem—Smart Link Soft Modem

8.3.3 Stricter tar Syntax

The tar usage syntax is stricter now. The tar options must come before the file or
directory specifications. Appending options, like ——atime-preserve or
—-—numer ic-owner, after the file or directory specification makes tar fail. Check
your backup scripts. Commands such as the following no longer work:

tar czf etc.tar.gz /etc --atime-preserve

See the tar info pages for more information.

8.3.4 Kerberos for Network Authentication

Kerberos is the default for network authentication instead of heimdal. Converting
an existing heimdal configuration automatically is not possible. During a system update,
backup copies of configuration files are created as shown in Table 8.1, “Backup Files”
(page 196).
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Table 8.1 Backup Files

Old File Backup File
/etc/krb5.conf /etc/krb5.conf.heimdal
/etc/krbb5.keytab /etc/krbb5.keytab.heimdal

The client configuration (/etc/krb5. conf) is very similar to the one of heimdal.
If nothing special was configured, it is enough to replace the parameter
kpasswd_server with admin_server.

It is not possible to copy the server-related (kdc and kadmind) data. After the system
update, the old heimdal database is still available under /var /heimdal. MIT kerberos
maintains the database under /var/lib/kerberos/krb5kdc. For more informa-
tion, see Chapter 40, Network Authentication—Kerberos (page 725).

8.3.5 Hotplug Events Handled by the udev
Daemon

Hotplug events are now completely handled by the udev daemon (udevd). The event
multiplexer systemin /etc/hotplug.dand /etc/dev.disno longer used. Instead,
udevd calls all hotplug helper tools directly according to its rules. Udev rules and
helper tools are provided by udev and various other packages.

8.3.6 Firewall Activation During the
Installation

To increase security, the enclosed firewall solution SuSEFirewall2 is activated at the
end of the installation in the proposal dialog. This means that all ports are closed initially
and can be opened in the proposal dialog if necessary. By default, you cannot log in
from remote systems. It also interferes with network browsing and multicast applications,
such as SLP, Samba ("Network Neighborhood"), and some games. You can fine-tune
the firewall settings using YaST.
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If network access is required during the installation or configuration of a service, the
respective YaST module opens the needed TCP and UDP ports of all internal and ex-
ternal interfaces. If this is not desired, close the ports in the YaST module or specify

other detailed firewall settings.

8.3.7 KDE and IPv6 Support

By default, IPv6 support is not enabled for KDE. You can enable it using the /etc/

sysconfig editor of YaST. The reason for disabling this feature is that IPv6 addresses
are not properly supported by all Internet service providers and, as a consequence, this
would lead to error messages while browsing the Web and delays while displaying Web

pages.

8.3.8 Online Update and Delta Packages

Online Update now supports a special kind of RPM package that only stores the binary
difference from a given base package. This technique significantly reduces the package
size and download time at the expense of higher CPU load for reassembling the final
package. See /usr/share/doc/packages/deltarpm/README for technical
details.

8.3.9 Print System Configuration

At the end of the installation (proposal dialog), the ports needed for the print system
must be open in the firewall configuration. Port 631/TCP and port 631/UDP are needed
for CUPS and should not be closed for normal operation. Port 515/TCP (for the old
LPD protocol) and the ports used by Samba must also be open for printing via LPD or
SMB.

8.3.10 Change to X.Org

The change from XFree86 to X.Org is facilitated by compatibility links that enable access
to important files and 